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A B S T R A C T   

Comprehensive spectroscopic research has been undertaken to investigate the structural behaviour of the L-lysine 
monohydrate molecule. The spectral properties of the L-lysine monohydrate molecule in solid phase were 
examined using Fourier Transform Infrared (FTIR) and Fourier Transform Raman methods. The B3LYP/ 
6–311++G (d, p) computations were used to optimize the structure of the molecule. To provide complete 
vibrational spectral assignments, vibration energy distribution analysis (VEDA) was used. The Natural bond 
orbital (NBO) analysis explains the stability and distinct forms of hydrogen bonds with in the molecule. The 
chemical stability of the molecule is predicted by Highest Occupied Molecular Orbital (HOMO) and Lowest 
Unoccupied Molecular Orbital (LUMO) analysis. Non-Covalent Interaction (NCI) analysis was done to identify 
weak interactions according to density of electron of the title compound. The fukui function identified the 
chemical reactivity sites. To predict its antioxidant efficacy, docking studies were done.   

1. Introduction 

In recent days degenerative illnesses like cancer and cardiovascular 
conditions are more likely to develop as a result of oxidative damage 
[1–3]. Antioxidants control the actions of reactive oxidants, reducing 
oxidative damage to biomolecules [4,5]. It is believed that antioxidants 
help our bodies fight free radicals, which enhances general health. In 
human nutrition, L-lysine is a necessary amino acid, which means that 
the body cannot generate it and must be acquired by diet or supple-
mentation [6]. The most well-known use of amino acids is as the 
building blocks of proteins [7]. The amino acid lysine is found in rela-
tively significant levels in nuclear histone [8]. Heinrich Drechsel, a 
German dentist, was the first to isolate lysine from casein (a milk 
phosphoprotein) in 1889 [9]. Lysine is necessary for normal growth and 
for the formation of carnitine, a nutrient that reduces cholesterol and 
transforms fatty acids into energy. This amino acid, which is one of the 
most important building blocks of muscle tissue, is often utilized by 
athletes to assist lean mass gain and overall muscle and bone health. All 

proteins in the body require L-lysine as a building block. It is necessary 
for the body to produce hormones, enzymes and antibodies as well as to 
absorb calcium, build muscle protein and to recover from incision [10]. 
Intermolecular charge transfer is made possible by the donor NH2 and 
acceptor COOH groups that are present in many amino acids [11]. It is 
used as a fine chemical, particularly as an ingredient in infusion solu-
tions for pharmaceutical applications and as a precursor for industrial 
chemicals, in human medicine, cosmetics and the pharmaceutical in-
dustry [12,13]. 

In the ab initio discipline, the density functional theory (DFT) 
approach has become a prominent post-HF methodology for the calcu-
lation and optimization of structural properties, energies of the mole-
cule, and frequencies in vibration, as well as the exact evaluation of a 
variety of molecular qualities. Researchers employ FT-IR, FT-Raman, 
and density functional theory (DFT) techniques to discover structural 
information, functional groups, and other quantum level properties 
[14–16]. In recent times, DFT calculations are essential for frequency 
and spectral intensity prediction. Over the past few years, significant 
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progress has been made to create novel DFT approaches that can be 
integrated with the available quantum chemical computing resources 
[17–19]. 

An analysis of bond orbitals (NBO) was done to predict the stability 
of the compound L-lysine monohydrate. Fukui function investigation is 
used to determine the significant and qualitative characteristics of the 
reactive. The stability, or energy gap, is determined using frontier mo-
lecular orbital analysis. The fields of structural molecular biology, drug- 
gene testing, and computer-aided drug design all make use of molecular 
docking to some extent [20]. Molecular docking analysis of a molecule is 
a useful and effective computational method for forecasting a ligand’s 
binding mechanism and affinity for proteins. The structure of the target 

protein structure can be determined using the protein data bank format. 
Molecular docking of protein-ligand can anticipate the ligand’s 
preferred orientation in relation to the protein in order to create a stable 
complex and its activities. [21]. 

To the best of our knowledge, no DFT studies, vibrational assign-
ments or molecular docking studies have been carried out for the title 
compound L-Lysine Monohydrate, according to review of the literature. 
The main objective of this work focuses primarily on the complete 
vibrational and electronic analysis of L-lysine monohydrate. FTIR and 
FT-Raman of the L-lysine monohydrate is determined. The Mulliken and 
natural atomic charge distributions were also computed. The FMOs 
analysis was done to investigate the reactivity and stability of the 

Fig. 1. Optimized molecular structure of L-Lysine monohydrate.  

Table 1 
Fock matrix second order perturbation theory analysis in NBO basis at basic set.  

Donor NBO (i) ED Acceptor NBO (j) ED E (2) Kcal/mol E(j) – E(i) 
a.u 

F(i, j) a.u 

LP1O9 1.97703 σ*(C1–O8) 0.02169 6.78 1.25 0.082 
LP1N12 1.95292 σ*(C2–C3) 0.03449 8.59 0.67 0.068 
σ*(C1–O9) 0.1033 σ*(C2–N12) 0.01816 6.94 0.01 0.032 
LP1N7 1.9350 σ*(O25–H27) 0.03366 13.23 0.81 0.093  

Fig. 2. L-Lysine monohydrate HOMO-LUMO orbitals.  
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molecule. NBO analysis calculated the redistribution of electron density 
(ED) and E (2) energies in various antibonding and bonding orbitals 
using DFT calculations, providing clear insight into the stability result-
ing from hyperconjugation of various intramolecular interaction evi-
dences. Electron Localization Function (ELF), Localized Orbital Locator 
(LOL) and Molecular Electrostatic Potential (MEP) were done to analyse 
the reactive sites of the molecule. Docking analysis were performed on 

three different proteins to identify the best activity of the title molecule. 

2. Materials and methods 

L-Lysine Monohydrate was acquired with 99 percent purity from 
Sigma-Aldrich and utilized as such without additional processing. By 
using a PERKIN ELMER FTIR spectrometer at 1.0 cm− 1 resolution and in 
the range of 4000–450 cm− 1 the spectra for FT-IR is obtained. For 
obtaining FT-IR spectra, KBr pellet technique in discharge mode is used. 
Bruker RFS 27 spectrometer in the range of 4000–100 cm− 1 was used to 
acquire the FT-Raman spectrum of the Neodymium-doped Yttrium 
aluminum Garnet (Nd-YAG) laser with 200 mW powers. 

3. Computation details 

The computations (DFT/B3LYP) at the 6–311+G (d, p) basic set level 
were performed using the programme package of Gaussian 09. The ge-
ometry of the molecule was optimized using Berny’s optimization 
technique. HOMO and LUMO indicates the transfer of charge present in 
the molecule. In order to offer information about numerous interactions, 
NBO analyses were performed. The values for electronegativity, hard-
ness, and softness were also calculated. Multiwfn software [22] was used 
to conduct AIM, Electron Localization Function (ELF), Localized Orbital 
Locator (LOL) and Non-Covalent Interaction (NCI) analysis. The NBO 
and AIM programs were used to determine charge in the atoms, mo-
lecular electrostatic potentials, bond ordering, and topological charac-
teristics, while frontier orbitals and equations for certain common 
descriptors were used to determine reactivities and behaviors in 
different media [23,24]. The animation tool in the GAUSSVIEW pro-
gramme facilitates in the assignment of determined wavenumbers by 
providing a visual depiction of the vibrational modes. Molecular dock-
ing investigations were conducted utilizing the Auto dock vina software 
to study the compound’s biological activities. After that, the vibrational 
analysis was done utilizing contributions from the potential energy 
distribution (PED). 

Fig. 3. (a) L-Lysine Monohydrate Reduced Density Gradient scatter plot. (b) L- 
Lysine Monohydrate Reduced Density Gradient structure. 

Fig. 4. Theoretical and experimental FT-IR spectra of the title molecule.  
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4. Result and discussion 

4.1. Molecular geometry 

The arrangement of the atoms that make up a molecule in three di-
mensions is known as molecular geometry. It affects the phase of matter, 
polarity, colour, reactivity, biological activity and magnetism of a sub-
stance. The chemical bonds that connect each atom to its neighbour 
atoms define its position. The position of these atoms in space may be 
used to characterize the molecular geometry invoking two joined atoms 
which is bond length, three connected atoms which is the bond angles 
and three consecutive bonds which gives rise to dihedral angle [25]. The 
optimized structure of the title molecule, including enumeration of 
geometric properties of the atom including length of the bond, angle 
between the bond and dihedral angle, is produced using Gaussian09 
software, as demonstrated in Fig. 1. (Supplementary Table 1) displays 
the bond length, bond angle, and dihedral angle parameters. 

The Becke,3-parameter, Lee-Yang-Parr/6–31 G (d, p) method was 
used to calculate the optimal properties (length of the bond, angle be-
tween the bond and dihedral angle) of the title compound L-Lysine 
monohydrate. L-Lysine monohydrate has five Carbon-Carbon, two 
Carbon-Oxygen, nine Carbon-Hydrogen, two Carbon-Nitrogen, four 
Nitrogen-Hydrogen and three Oxygen-Hydrogen bonds. The bond 
lengths of C1–C2, C2–C3, C3–C4, C4–C5, and C5–C6 are deemed to be 
larger than the actual C–C bond length and this increase in the bond 
length occurs because of the transfer of electrons from nitrogen to the 
carbon atoms. The C1–O8 bond length is obtained as 1.208 Å and that is 
lower compared to the exact C–O bond and this predicts the existence of 
double bond. Other C1–O9 bond is higher with bond length 1.358 Å 
which is due to the presence of OH group and it shows the existence of 
single bond. C2–H11, C3–H15, C3–H16, C4–H17, C4–H18, C5–H19, 
C5–H20, C6–H22 are 1.093 Å, 1.097 Å, 1.096 Å, 1.097 Å, 1.097 Å, 1.094 
Å, 1.099 Å, 1.094 Å respectively, which are almost equal to the actual 
C–H bond lengths. The small disagreement with the theoretical value 
with the values from the experiment could be attributed to the convic-
tion that the data that are obtained from experiment were done in solid 
state, whereas the computational values were obtained in the gaseous 
state. The bond length C6–H21 is 1.1 Å which is higher compared to the 

entire C–H bond and this is caused by the electron transfer within the 
atoms. The C–N bond lengths namely C2–N12 and C6–N7 are higher and 
this is the result of charge transfer from C to N atom. N7–H23, N7–H24, 
N12–H13, and N12–H14 have bond lengths of 1.017 Å, 1.016 Å, 1.015 Å, 
and 1.013 Å, respectively, which are comparable to the typical N–H 
bond length. The bond length of 09–H10 and 025–H26 are found to be 
0.969 Å and 0.980 Å, which are also nearly equal to the actual O–H 
bond. 

4.2. Natural bond orbital (NBO) analysis 

Natural Bond Orbital (NBO) is an approach for studying intermo-
lecular and intramolecular interactions [26]. The value of E (2) refers to 
the interactivity within the electron donor and the electron acceptor, i.e. 
the tendency of the electron donor to contribute to the electron acceptor. 
The higher the E (2) value, the more intense the connection between 
electron donors is and the more conjugation occurs across the system. 
Electron transfer between occupied NBO orbitals (bonding or lone pair) 
and occupied non-Lewis NBO orbitals determines the donor acceptor 
(antibonding or Rydberg) interaction. The second order fock matrix 
perturbation theory [27] completely describes the intermolecular 
delocalization in the molecule. The GAUSSIAN 09 programme is used to 
do the NBO analysis. The GAUSSIAN 09 programme is used to do the 
NBO analysis. The delocalization of interaction energy is calculated 
using the second order perturbation formula. Table 1 summarizes the 
results of NBO analysis on the title molecule. 

The type of bond orbitals with their occupancy and energy as well as 
the percentage of NBOs in each hybridization along with percentage of s 
and p characters given by B3LYP/6–311++G (d, p) method is shown in 
supplementary Table 2. At significant natural atomic orbital energies, 
supplementary Table 2 displays the occupancy of electrons and the p 
character [28]. The title compound LP2O8 and LP2O9 possess low oc-
cupancy number of 0.9274 and 0.9059e with high energy values of 
− 0.4948 and − 0.4948 a.u with p-character which is approximately 
equal to 99.9 %. While LP1O9, LP1N12 and LP1N7 are the orbitals with 
high occupancy and low energy values of − 0.7886, − 0.5573 and 
− 0.5323 a.u, which possess the occupancies of 1.9770, 1.9529 and 
1.9350e respectively. 

Fig. 5. Theoretical and experimental FT-Raman spectra of the title molecule.  
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In the present compound, between lone pair orbital and anti-bonding 
orbital intramolecular hyper conjugative interaction is produced. The 
hyper conjugative interactions between LP(1)O9→[C1–O8(σ*)] and LP 
(1)N12→[C2–C3(σ*)] produce stabilization energies of 6.78 and 8.59 K 
cal mol-1, respectively, with electron density decreases of 0.0216e. LP 
(1) N7→ [C25–H27 (σ*)] is stabilized by an intramolecular delocaliza-
tion of electron interaction within the lone pair of nitrogen and the 
molecule’s C–H antibonding orbital. This interaction results in stabili-
zation energies of 13.23 K cal mol− 1. This implies that intramolecular 
hydrogen bonding stabilizes the system. 

4.3. Mulliken atomic charges 

Mulliken population analysis is the simplest and fastest technique to 
compute Mulliken atomic charges theoretically. These atomic charges 
may be utilized to describe a molecule’s electronic charge distribution. 
They are specifically handy for qualitatively estimating partial atomic 
charges [29]. To determine the net electrical charges density of the 
L-lysine molecule, Mulliken population analysis was performed. The DFT 
method was used to calculate the mulliken population, using 
B3LYP/6–311++ as the fundamental level. The variations in individual 
charge and charge due to electron cloud movement are identified using 
natural and Mulliken charge analysis. The title molecule’s calculated 
Mulliken atomic charge values are shown in Supplementary Table 3. The 
analysis of the Mulliken atomic charges is represented graphically in 
Supplementary Figure 1. 

The result of the calculation shows that all hydrogen atoms in the 
title compound is positively charged, while negative charge between 
carbon, nitrogen and oxygen atoms has been delocalized. The atoms in 
the L-lysine molecule with the smallest negative charges are those that 
form the hydrogen bonds. Out of entire hydrogen atoms in the title 
compound, H27 atom has the highest positive charge of value 0.3480 
which occurs by the existence of nearby oxygen atom which is more 
electronegative and H18 having less positive charge. The result also 
shows that oxygen atom has negative charges which are donor atoms, 
with O25 (− 0.9627) being the most negative of all oxygen atoms. The L- 
lysine molecule contains only two negatively charged N7 (− 0.8634) and 
N12 (− 0.8390) nitrogen atoms. The theoretical Mulliken atomic charge 
of N7 is found to be − 0.8634 and the calculated Mulliken atomic charge 
of H27 is 0.3480 shows opposite negativity 

Table 2 
Vibrational analysis of L-lysine monohydrate using VEDA.  

Wave numbers Assignments with PED (>10%) 
Experimental 
values 

Scaled 
values 

FT-IR FT- 
RAMAN 

- 
- 
- 
3445 
- 
- 
- 
3157 
2965 
- 
- 
- 
- 
- 
2606 
2115 
- 
- 
1575 
1504 
- 
- 
- 
1407 
- 
- 
1347 
- 
- 
- 
- 
- 
- 
- 
- 
- 
1157 
- 
- 
- 
- 
- 
1000 
- 
- 
- 
856 
- 
- 
- 
- 
- 
712 
- 
- 
557 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

- 
- 
- 
- 
- 
- 
- 
- 
- 
2959 
- 
- 
2915 
- 
- 
2778 
- 
- 
- 
1582 
- 
- 
- 
1430 
- 
- 
- 
- 
- 
1299 
- 
- 
- 
- 
- 
- 
- 
- 
1060 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
82 

3759 
3637 
3476 
3443 
3392 
3377 
3368 
2975 
2971 
2954 
2950 
2928 
2916 
2902 
2896 
2870 
1759 
1598 
1595 
1591 
1471 
1455 
1444 
1435 
1383 
1374 
1351 
1328 
1303 
1299 
1294 
1281 
1273 
1225 
1212 
1192 
1134 
1121 
1065 
1047 
1036 
1021 
999 
971 
930 
901 
858 
816 
789 
767 
744 
738 
722 
609 
571 
535 
465 
426 
365 
357 
299 
291 
235 
222 
204 
174 
135 
132 
102 
78 

υO25H26 (98) 
υO9H10 (100) 
υN12H13 (99) 
υN7H23 (97) 
υN12H14 (99) 
υO25H27 (94) 
υN7H24 (96) 
υC2H11 (76) 
υC5H19 (69) 
υC3H15 (85) 
υC2H11 (81) 
υC4H17 (76) 
υC3H15 (85) 
υC4H18 (80) 
υC17H4 (82) 
υC6H21 (95) 
υO8C1 (85) 
βH24N7H23 (55) + τH24N7H27C6 (43) 
βH14N12H13 (76) + τH13N12C2C3 (21) 
βH26O25H27 (87) 
βH17C4H18 (90) 
βH15C3H16 (14) + βH17C4H18 (78) 
βH17C4H18 (80) 
βH19C5H20 (10) 
βH21C6H27 (22) + τH24N7H27C6(11)+
τH22C6H27N7 (21) 
βH13N12C2 (17) + τH11C2C1O9 (26) 
τH18C4C3C2 (24) 
βH15C3C4 (20) + τH11C2C1O9 (18) 
βH15C3C4 (14) + βH19C5C6 (17) 
+ τH15C3C2N12(11) 
υC1C2 (17) + βH10O9C1 (21) + βH17C4C5 (17) 
+ τH21C6H27N7(10) 
βH10O9C1 (10) + βH17C4C5 (24) +
τH18C4C3C2 (11) + τH21C6H27N7 (12) 
βH11C2C1 (15) + τH11C2C1O9 (10) +
τH20C5C4C3 (20) 
βH21C6C27 (23) + τH16C3C2N12 (23) 
βH11C2C1 (40) 
βH13N12C2 (10) + βH19C5C6 (24) + βH17C4C5 

(23) + βH21C6H27 (11) + τH15C3C2N12 (10) 
βH10O9C1 (18) + βH13N12C2 (11) +
τH18C4C3C2 (10) 
υC1C2 (20) + βH10O9C1 (21) 
τH21N7H272C6 (16) + τH22C6H27N7 (12) 
βH13N12C2 (21) 
υC2C3 (52) 
υC3C4 (78) 
υC4C5 (68) 
υC4C5 (47) 
υC2C3 (12) + υC5C6 (19) + τH15C3C2N12 (10) 
υC5C6 (43) 
υN12C2 (14) + τH24N7H27C6 (18) 
υC2C3 (13) + βH24N7H23 (12) + τH24N7H27C6 

(17) 
υO9C1 (52) 
υN12C2 (22) + βH14N12H13 (11) 
βH19C5C6 (12) + τH15C3C2N12 (21) 
γO8C2O9C1 (53) 
βH23N7H27 (13) + γO25C6N7H27 (52) 
βH17C4C5 (14) + τH21C6H27N7 (51) 
βO8C1O9 (57) 
τH10O9C1C2 (86) 
βN12C2C3 (12) 
βH27C6C5 (29) 
βH27C6C5 (53) 
βC3C4C5 (35) 
βN12C2C3 (28) 
βH23N7H27 (28) + βC2C1O9 (35) 
βH23N7H27 (28) + γC1C3N12C2 (53)  

Table 2 (continued ) 

Wave numbers Assignments with PED (>10%) 
Experimental 
values 

Scaled 
values 

FT-IR FT- 
RAMAN 

- 
- 
- 
- 
- 

- 
- 
- 
- 
-  

72 
62 
42 
28 
17 

υN7H27 (12) + βC2C3C4 (16) + τH14N12C2C3 

(17) 
υN7H27 (10) + τH14N12C2C3 (45) +
γC1C3N12C2 (17) 
υN7H27 (53) 
βC1C2N12 (12) 
τN12C2C3C4 (14) + τC3C4C5C6 (33) 
τc2C3C4C5 (62) 
τH26O25H27C6 (74) 
βC1C2N12 (16) + βC2C3C4 (10) + τC5C6H27N7 

(14) 
βH27N7C6 (14) + βH27C6C5 (13) + Вc2C3C4 

(12) 
τO9C1C2C3 (17) + τC3C4C5C6 (11) +
τC2C3C4C5 (17) 
βH27N7C6 (11) + τO9C1C2C3 (55) 
βH23N7C6 (31) + τC2C3C4C5 (36) 
βH27C6C5 (13) + τC5C6H27N7 (14) +
τN12C2C3C4 (17) + Τc3C4C5C6 (20) +
τC2C3C4C5 (17) 

ν-stretching, β – in plane bending, γ -out of plane bending, τ -torsion. 
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4.4. HOMO – LUMO 

The Molecular Orbital with the Highest Occupancy (HOMO) and low 
molecular orbital (LUMO) are the molecules’ two most important or-
bitals.  HOMO has the capability to give electrons, while LUMO has the 
capability to accept electrons [30]. The molecule’s ionization potential 
and affinity of an electron of L-lysine monohydrate are described by the 
notations HOMO and LUMO [31]. The HOMO-LUMO energies of 
L-Lysine molecules were discovered to be − 6.8923 eV and − 0.63674 eV, 
respectively. Molecules with a large gap in energy are stable and don’t 
react chemically, while those with a small gap do [32]. Fig. 2 depicts the 
graphical representations of HOMO and LUMO. The molecule’s chemi-
cal stability is confirmed by the larger energy gap value (6.25556 eV). 
The B3LYP6–31 G (d, p) technique is applied to compute the ionization 
potential, affinity of electron, electronegativity, chemical potential, 
chemical hardness, chemical softness, and electrophilic index for the 
substance L-Lysine. The properties listed above are in supplementary 
Table 4. 

An affinity and the ability to undertake charge transfer operations is 

known as an electron acceptor. It takes electrons, as indicated by its 
computed electron affinity value of 0.63674 eV. Chemical hardness and 
electronegativity describe a molecule’s response to a swap in the num-
ber of electrons at a constant potential and provide information about its 
reactivity, chemical binding, selectivity and stability [33,34]. 

The molecule’s calculated electronegativity value is 3.76452 eV, 
which is high and indicates that it will be less nucleophilic. The chemical 
resistance of L-lysine is very high (3.12778 eV), its large energy gap 
indicates lesser chemical reactivity and higher chemical stability. The 
electrophilicity index of 2.26544 eV calculated indicates that electrons 
are promoted from the nucleophile to the electrophile, increasing the 
molecule’s chemical reactivity. The high electrophilicity index of the 
compound in comparison to its low chemical potential confirms its 
electrophilic nature (− 3.76452 eV). 

4.5. Topology analyses 

4.5.1. AIM analysis 
The Bader theory of "Atoms in Molecules" is one of the most efficient 

methods for evaluating the characteristics of an atom. (AIM) topological 
analysis is used to calculate the electron or molecule’s charge density 
within the actual spatial boundaries of the atoms making up the system 
[35]. The basis for this strategy is determining critical points of the bond 
(BCP) [36]. BCP is characterized in terms of observable properties of 
topology including the charge density (ρ) and Laplacian field (Δ2ρ(r)) 
[37]. The ρ value of a bond describes its strength in which higher the ρ 
value, the stronger the related bond. The bonds are defined by the value 
Δ2ρ(r). A covalent bond is identified when Δ2ρ(r) is less than zero and a 
closed shell interaction is identified when Δ2ρ(r) is greater than zero. 
The computed electron density and Laplacian values are shown in the 
below Table 6. By looking at the negative values of Δ2ρ(r) it is clear that 
the interaction between the atoms of L-lysine is covalent bond interac-
tion. Supplementary Figure 2 illustrates the compound’s molecular 
structure using an AIM analysis. The calculated ellipticity of the mole-
cule is listed in supplementary Table 5. 

As shown in the Supplementary figure 3, there are possibilities for 
hydrogen bond interaction between C–H…O and N–H…O in the 
molecule. From the previously reported data [38–40], a hydrogen bond 
is present when the electron density at the critical point of the bond is 
>0.002 a.u and the Laplacian of the electron density is >0.0004 a.u. As 

Fig. 6. MEP of L-lysine monohydrate.  

Table 3 
The title compound’s target proteins and its molecular docking activity.  

Protein (PDB: 
ID) 

Binding 
residues 

Bond distances 
(Å) 

Binding energy (kcal/ 
mol) 

6EUO SER126 3.23 − 5.4 
ASP125 3.05 
THR129 2.99 
THR129 2.92 
THR129 3.16 
ARG150 2.84 
THR149 2.92 

7e58 SER171 2.88 − 4.5 
ARG310 3.24 
ARG310 2.80 

2QVD CYS29 3.08 − 4.9 
GLY26 2.84 
GLY26 2.99 
TYR120 3.19 
TYR120 3.47 
TYR120 3.03 
PRO121 3.15  
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per the above data the electron densities of the critical points were found 
to be 0.0536 and 0.0322 a. u and the Laplacian electron densities were 
obtained as 0.0204 and 0.0885 a.u. The hydrogen bond energies are 
calculated using the relation proposed by Espinosa et al. [41], EHB = V 
(rb)/2 between C–H…O is 4.4239 kcal/mol which shows there is weak 
interaction and N–H…O is 30.705 kcal/mol which shows the strong 
hydrogen bond interaction. 

4.5.2. Electron localization function (ELF) and localized orbital locator 
(LOL) 

The electron localization function and localized orbital locator which 
are widely known as ELF and LOL are used in covalent bond studies as 
they represent the region of molecular space where the most electron 
pairs can be found. According to the kinetic energy density, both the 
analysis has identical chemical compositions. ELF describes the electron 
pair density, on the other hand LOL describes the orbital gradient- 
induced maximum overlap of localized orbitals [42]. The ELF map is 
formed between 0.0 and 1.0; however, in sites where electron locali-
zation dominates electron density, the LOL reaches a significant value 
greater than 0.5, and the region below 0.5 reveals delocalized electronic 
regions [43]. 

The ELF and LOL colour shade maps are depicted in supplementary 
Figure. 3 (a, b) which clearly shows the presence of bonded and 
nonbonded electrons, respectively. The bonded and nonbonded locali-
zation of electrons in hydrogen atoms are shown in red, while the 
electron cloud delocalization is shown in blue colour around a few 
carbon and nitrogen atoms. 

4.5.3. Non-covalent interaction (NCI) analysis 
Reduced Density Gradient (RDG) is another name for the NCI 

interaction. Weak interactions such as Vander Waals, hydrogen bonds, 
and steric effects are detected using RDG, a topological technique. The 
interactions in the region and their illustration are obtained by the NCI 
analysis that is based upon the density of the electron and their de-
rivatives [44]. The RDG function can be written as 

RDG =
1

2(3πx2) 1
3

∇ρ(r)
ρ(r) 4

3  

Where ρ(r) id the electron density [45] 
There are three distinct interaction zones in our molecule, illustrated 

by blue, green, and red dots, all of which are low density and have small 
RDG gaps. The red colour indicates steric repulsion between atoms in a 
molecule, when (λ2) ρ>0. Green colour represents the van derwaals 
interaction in the region when (λ2) ρ=0. Strong electrostatic in-
teractions such as hydrogen bonding can be seen in the blue spikes in the 
sign (λ2) ρ<0 area [46]. Large negative sign (λ2) ρ values in L-lysine 
imply a more attractive and binding interaction. The red coloured 
interaction region indicates the repulsion as well as non-bonding 
interaction in the range (0.01–0.02) a.u. increased contact between 
hydrogen atoms. The Fig. 3(a, b) clearly shows that the L-lysine molecule 
has greater hydrogen bonding interaction. 

4.6. Vibrational analysis 

Vibrational modes are identified using calculated vibrational wave 
numbers and atomic displacements corresponding to the various normal 
modes. Based on potential distribution analysis, the VEDA4 tool was 
used to assign vibrational modes [47]. In the solid state, in the region of 
4000–400 cm− 1 FTIR spectra and FT-Raman spectra in the region of 
3500–250 cm− 1 have been observed. The L-lysine molecule contains 75 
distinct typical vibrational modes and is made up of 27 atoms. Figs. 4 
and 5 shows the computed and observed FT-IR and FT-Raman spectra. 
Table 2 depicts the distribution of various vibration modes. 

4.6.1. N-H vibrations 
In the FTIR spectrum, N–H bands have a lower population than 

Carbon-Hydrogen or Carbon-Carbon bands. Strong N–H bonds cause 
these bands to takes place at higher frequencies. The N–H stretching 
vibrations are most common in the 3500–3000 cm− 1 range [48]. The 
infrared spectrum of the L-lysine monohydrate molecule shows weak 
N–H stretching vibration at 3445 cm− 1 and the stretching mode of 
N–H vibration is obtained at 3443 cm− 1 with a theoretical PED 

Fig. 7. (a) Docking of L-Lysine Monohydrate with antioxidant protein, (b) Docking of L-Lysine Monohydrate with antiviral protein, (c) Docking of L-Lysine Mono-
hydrate with Anti-inflammatory protein. 
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contribution of 97 %. Intramolecular charge transfers between the 
amino and carbonyl groups causes the minor difference between the 
theoretical and experimental value. The bending mode of N–H vibra-
tion is spotted at 1575 cm− 1 (medium peak) in FTIR and 1595 cm− 1 is 
the calculated value. A very weak peak is obtained at 1060 cm− 1 in the 
Raman spectra with the comparable scaled value 1065 cm− 1. The C–N 
vibrations overlap with this vibration. The N–H in plane bending modes 
of L-lysine monohydrate are ascribed to the weak vibrational band which 
are found at 557 cm− 1 in the IR spectrum and 82 in the IR-Raman 
spectrum; 535 cm− 1 and 78 cm− 1 are the calculated values. 

4.6.2. C–H vibrations 
Below 3000 cm− 1, there are noticeable peaks that are related with 

the aliphatic stretching mode vibrations of C–H. The aliphatic 
stretching vibrational mode for the C–H bond in the FTIR spectrum of 
the title compound, were determined to be between 2975 cm− 1 and 
2870 cm− 1, which corresponds to the values of experimental spectrum 
of 3157 cm− 1, 2965 cm− 1, 2606 cm− 1 and 2115 cm− 1. The intra-
molecular C–H…N delocalization of electron interaction causes the 
experimental wave number to differ from the expected range. The in 
plane bending vibration modes of CH bonds are spotted in the present 
molecule at 1430 cm− 1 and 1299 cm− 1 in the Raman spectra and 1407 
cm− 1 and 1157 cm− 1 in the IR spectrum with scaled DFT values of 1435 
cm− 1, 1299 cm− 1 and 1134 cm− 1. The strong band seen at 1347 cm− 1 in 
the IR spectrum is designated to torsion mode. Due to the skeleton’s 
highly electronegative nitro group, the wavenumbers obtained are blue- 
shifted from the anticipated value 

4.6.3. C–C vibrations 
The composition of the substituents has no effect on the C–C 

stretching vibrations, which are projected to be in the range of 1650 to 
1100 cm− 1 [49]. As a result, in the current analysis, the FT-Raman band 
at 1299 cm− 1 and the FTIR band at 1157 cm− 1 and 1000 cm− 1 are 
allocated to the C–C stretching vibrations. In the FT-Raman spectra, the 
βCCH vibration is obtained at 712 cm− 1. The deviation in the wave-
numbers may be due to the presence of nitrogen, which is an electro-
negative atom and hydrogen, which is an electropositive atom 
throughout the skeleton structure. 

4.7. Molecular electrostatic potential (MEP) 

MEP (Molecular Electrostatic Potential) has been widely applied in 
the investigations of biological identifications and hydrogen bonding 
interactions, as well as for predicting physiochemical properties and 
visualizing molecule size and shape [50]. The sites of relative reactivity 
in a species for nucleophilic and electrophilic attack are predicted using 
the Molecular electrostatic potential (MEP). Different hues represent 
different electrical potential values; the regions with red and green 
colour represent the lowest electric field potential, the region with blue 
colour represents the highest electric field potential [51]. The MEP map 
is constructed from the optimized geometry of the molecule using 6–311 
++ G (d, p) and is shown in Fig. 6. The compound’s colour code ranges 
from − 5.880e-2 to +5.880e-2. The colour red indicates that this com-
pound surrounding the oxygen atoms are more negative. The nucleo-
philic area in blue represents the rest of the molecule. 

4.8. Fukui functional analysis 

Fukui functions are indices that tell you how likely a molecule is to 
donate or accept an electron, allowing you to forecast which atom in the 
molecule is most vulnerable to a nucleophilic or electrophilic attack. As 
a compound receives an electron, the Fukui function is f+(r) that is also 
known as the index of nucleophilic assault. The Fukui function, 
commonly known as the index of electrophilic attack, is used when a 
molecule is prone to drop out an electron [52]. Condensed Fukui func-
tions are used to quantify the Fukui function or to assign a numerical 

value to each atom in a chemical system to indicate whether it can 
operate as a reactive site. For f + r and f-r, the condensed Fukui function 
is written as: 

f+(r) = qr (N + 1)-qr(N) 
f− (r) = qr (N-1)-qr(N) f0(r) = (qr (N + 1) -qr (N-1))/2. 
Morrel et al.[53] developed a new nucleophilicity and electrophi-

licity descriptor, f(r). It has the following definition: 
Δf = f+(r) – f− (r) 
The site is electrophilic if Δf>0, and nucleophilic if Δf<0. This is how 

the reactive site’s nature may be determined using the dual descriptor. 
The reactive nature with its sites is indicated in supplementary figure 4. 
Supplementary Table 6 lists Fukui functions, local softness values, and 
local indices of electrophilicity and derivatives. 

The order of susceptibility to nucleophilic attack for L-lysine mono-
hydrate is H27>H13>H24>H20>H26>H15>H17>O25>H23>H16 
>H10>H11>H18>O8>H14>H22>N12>H19>C4>N7, whereas sus-
ceptibility to electrophilic attack is C2>C5>O9>C3>C6>C1>H21. 

4.9. Molecular docking 

A useful technique to investigate the characteristics of how proteins 
interact with their ligands and to verify biological activity within any 
chemical structure is molecular docking study [54]. The ultimate aim of 
molecular docking simulation is to predict the optimal 
ligand-macromolecular partner binding arrangement. Within the pro-
tein binding site, it generates a variety of poses or ligand conformations. 
The ligands with the best posture were chosen based on which confor-
mation has the lowest free binding energy [55]. The ability of a small 
molecule to determine its binding conformation to the exact target 
binding has made it one of the most widely used methods in 
structure-based drug discovery. The docking investigation was carried 
out using Auto-dock vina software. The target proteins PDB: 6EUO 
(Antioxidant), PDB: 7e58 (Antiviral) and PDB: 2QVD (Anti-in-
flammatory) were downloaded from RCSB protein data bank. For the 
docking purpose the downloaded protein was prepped by eliminating 
co-crystallized ligands and water molecules. The receptor was also 
prepared. Table 3 displays the docking parameters of L-Lysine mono-
hydrate. The protein-Ligand interactions are represented in Fig. 7(a,b,c) 

The protein is docked with the ligand L-lysine monohydrate. The 
molecule doped deeply with antioxidant protein creating seven bonds 
with amino acids SER126, ASP125, THR129, ARG150 and − 5.4 kcal/ 
mol is obtained as its binding affinity. The residues SER126 and ASP125 
forms bond with values of 3.23 Å and 3.05 Å respectively from the ligand 
atom N7. The residues THR129 and ARG150 with 2.99 Å and 2.84 Å are 
bonded with O9. The oxygen atoms engaged in three bonds with residues 
THR129, THR129 and THR129 with bond distance 2.92 Å, 3.16 Å and 
2.92 Å respectively. From the obtained result the L-lysine molecule 
shows good protein ligand interaction with binding score − 5.4 kcal/mol 
and possess good antioxidant activity. 

Secondly the molecule is docked with antiviral protein. The active 
sites of antiviral protein-PDB: 7e58 were determined as SER171, 
ARG310, ARG310. The binding affinity of the antiviral protein with 
ligand is − 4.5 kcal/mol. The O8 atom possess three bonds SER171, 
ARG310, ARG310 with bond distances 2.88 Å, 3.24 Å and 2.80 Å 
respectively. From the above result, the L-lysine molecule has a signifi-
cant protein-ligand interaction with good binding score against 7e58 
protein, indicating antiviral protein. Thirdly anti-inflammatory protein 
PDB: 2QVD was docked with the prepared ligand. It didn’t form any 
hydrogen bonds in the active site, but it did for hydrophobic bonds with 
amino acids like CYS29, GLY26, GLY26, TYR120, TYR120, TYR120 and 
PRO121 as 3.08 Å, 2.84 Å, 2.99 Å, 3.19 Å, 3.47 Å, 3.03 Å and 3.15 Å 
respectively. The binding exponent appears to be − 4.9 kcal/mol. It is 
clear from the figure that hydrogen atoms form hydrogen bonds with 
ligands and nitrogen or oxygen atoms in the protein. The MEP plot 
supports the hypothesis that positively charged hydrogen atoms attack a 
target protein’s region that is rich in electrons. 
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The results of the molecular docking study indicated that all proteins 
displayed interactions with the L-lysine monohydrate molecule that 
were sufficiently favourable. In these three proteins, none of the residues 
interacted with the monohydrate of the title molecule. The binding af-
finity for antioxidant protein is substantially higher (− 5.4 kcal/mol) 
than for other activity proteins. This binding has a higher negative 
binding energy, resulting in greater stability, and does not significantly 
alter the active site’s structure. The higher negative binding energy 
value suggests that it can host the target protein 6EUO more effectively 
than the proteins 7e58 and 2QVD. In summation these findings suggest 
that the title molecule makes a significant contribution to the manage-
ment antioxidant activity. 

5. Conclusion 

The current study reports on the experimental and theoretical 
spectroscopic investigation of L-lysine monohydrate using FT-IR and FT- 
Raman analyses. High level quantum chemistry computation was used 
to optimize the structure of L-Lysine monohydrate. NBO analysis was 
done to find out how the title compound interacts with its donors and 
acceptors and how stable it is. The energy gap E = 6.25556 eV obtained 
by FMO analysis indicates that the title molecule is chemically stable. 
Using NPA atomic charges, the Fukui function was done to estimate the 
sites of chemical reactivity and topological analyses based on AIM, ELF 
and LOL were reported using the Multiwfn analyser. The NCI method 
revealed the title compound’s strong hydrogen bonding, Vander Waals 
interaction and steric repulsion. L-lysine molecule has considerable 
antioxidant activity against the PDB (6EUO), with greater binding af-
finity energy of − 5.4 kcal/mol, indicating that the above compound may 
have antioxidant efficacy. These findings revealed that the title com-
pound is the greatest and best for all features, which aids future study 
and innovative identifiers. 
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A B S T R A C T   

1,2,3,6-Tetrahydro-2,6-dioxo-4-pyrimidinecarboxylic acid and its salts are present in the cells and bodily fluids 
of many living things, and they play a significant role in biological systems as precursors to pyrimidine nucle-
osides. The work aims to determine the structural and biological properties of TDPCA by theoretical and 
experimental spectroscopic investigations. B3LYP/6–311++G(d,p) level computations were used for all theo-
retical calculations. Functional groups, vibrational modes, and the aromatic nature of TDPCA have all been 
predicted for the molecule using FT-IR and FT-Raman spectroscopy techniques. The NBO analysis was conducted 
to comprehend the likely charge transfer interaction that exists in the molecule. The delocalization can be 
determined by the analysis of HOMO and LUMO. Low energy gap between HOMO and LUMO is shown to be 
predictive of electron transport and results in bioactivity in the molecule. Analysis of the molecule’s topology 
was done to determine its reactivity. Using molecular docking, the anticancer efficacy of the drug against IA PI 3- 
kinase inhibitor receptors for protein targets (2WXQ) was investigated.   

1. Introduction 

(TDPCA) (vitamin B13) and its salts are present in the cells and 
physiological fluids of many living species and which are important 
components of biological systems because they act as precursors of py-
rimidine nucleosides [1–4]. Different metal complexes of were explored 
as biostimulators of ionic exchange processes in organisms, which are 
used in medicine [5,6]. TDPCA is also a popular topic of study in the 
fields of food safety and nutrition [7–9].Orotic acid’s crystal and mo-
lecular structures were determined by Takusawaga and Shimada, [10] 
while Mutikainen [11] looked into the crystal structure of TDPCA metal 
complexes. A trustworthy assignment of the vibrational spectra of 
TDPCA and its metal complexes is a useful place to start when analyzing 
their interactions with other chemical species in the biological envi-
ronment because of how crucial these compounds are to living systems. 

The uracil or thymine molecule is joined to the TDPCA molecule. 
These kinds of molecules have been examined using vibrational 

spectroscopy, normal coordinate analysis (NCA), and ab initio calcula-
tions [12–14]. The results of these experiments may help to identify the 
spectra of TDPCA. 

It has been established that metal ions, particularly Mg2+, are 
necessary for these processes, especially during the phosphoribosylation 
of TDPCA [15]. Metal orotates are frequently employed in medicine 
[16]. As cancer treatments, palladium, platinum and nickel orotate-
complexes have been investigated [17]. Orotates have also been pro-
posed to have a biological carrier role, allowing them to be used to treat 
syndromes caused by metal ion insufficiency in living creatures, such as 
magnesium, calcium, zinc, or iron [18–20]. In addition to their crucial 
biological function, the mono- and dianion of TDPCA (H2L and HL2) are 
possible polydentate ligands. Coordinated orotate anions can adopt a 
variety of interligand hydrogen bonding patterns depending on the 
metal coordination mode since their ligand surface has the ability to 
form double or triple hydrogen bonds. This enables the construction of 
lengthy, self-assembling structures [21]. 
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DFT was used to investigate the compound’s geometrical optimiza-
tion, electronic, topological, and biological aspects. The charge trans-
port inside the structure was determined using a HOMO/LUMO study. 

The most common type of cancer is aberrant cell division and pro-
liferation, which are brought on by a breakdown in the molecular signals 
that regulate these activities [22]. With 8.8 million deaths, cancer 
ranked as the second most common cause of death worldwide in 2015. 
Cancer is the leading cause of mortality worldwide, accounting for 70 % 
of cases in low- and middle-income nations [23]. 

Abnormal cell development that spreads across the entire body of a 
human is the cause of cancer. There are several forms of cancer, 
including prostate cancer [24,25], breast cancer [26], and leukaemia 
[27]. Based on the literature survey, there have been no quantum level 
studies on TDPCA. These days, an important part of the analysis of 
structural and molecular interactions is played by Density Functional 
Theory, which makes use of the principles of quantum mechanical cal-
culations and molecular simulation. Density functional theory has 
developed into a potent tool in recent years for studying the geometrical 
shapes of molecules [28]. The most effective technique for studying 
hybrid materials theoretically is DFT because it strikes a fair balance 
between calculation time and result precision [29]. 

In this work, the DFT/B3LYP approach was used to optimize the 
molecular structure of TDPCA. Theoretical calculations and practical 
observations were used to determine the molecule’s particular vibra-
tional wavenumbers. Using the VEDA 4 program, the potential energy 
distribution (PED) was calculated to determine the vibrational wave-
numbers. Calculations were also performed for the Mulliken and natural 
atomic charge distributions. The molecular stability and reactivity of the 
compound were investigated using the Frontier molecular orbitals 
(FMOs) technique, as stated. A natural bond orbital (NBO) analysis was 
also performed in order to comprehend the molecule’s bonding char-
acteristics. The present work mainly focused to analyze the structural 
activity and docking ability of the title compound against the anticancer 
protein. 

2. Materials and methods 

Sigma Aldrich Chemical Company (USA) provided a powder sample 
of TDPCA, and this sample was used in the subsequent spectroscopic 
analysis without any further purification because its purity was certified 
to be greater than 98 %.Nicolet 6700 FTIR spectrometer records the 
Fourier transform infrared spectra of TDPCAat a temperature of 302.15 
K in the range of 4000 – 400 cm-1. With the help of the Spectrum GX 
Fourier transform-infrared spectrometer, the FTIR spectrum of the 
provided substance was captured using the KBr pellet method. Nicolet 
Magna 750 Raman spectrometer with an InGaAs (Indium Gallium 
Arsenide) semiconductor detector was used to capture the FT-Raman 
spectrum of the molecule at a resolution of 4 cm-1 in the 3500-0 cm-1 
range. The 1064-nm line of the Neodymium: Yttrium Aluminium Garnet 
laser was used as the excitation source. At the sample location, the laser 
output was typically 500 mW. 

3. Computational details 

The standard basis set 6–31++G was used to optimize the chemical 
structure, vibrational wave number, and related vibrational assignments 
of TDPCA acid using the Gaussian09 software package. The compound 
was improved using the B3LYP/6–31++G(d,p) calculation. Level ab 
initio calculations were done using the Gaussian 09 program and the 
6–31G(d) and 6–31++G(d,p) basis sets of the density functional theory 
with the three-parameter hybrid functional (B3) for the exchange 
component and the Lee-Yang-Parr (LYP) correlation function [30,31]. 

The VEDA4 program was used to create a potential energy distri-
bution, which served as the basis for the vibrational assignments [32]. 
NBO study on a molecule at the same level using second order pertur-
bation revealed strong evidence of stabilization resulting from the 

hyperconjugation of particular intramolecular interactions [33]. Gauss 
view09 program is used to locate the potential region by obtaining the 
highest occupied molecular orbital and lowest unoccupied molecular 
orbital maps (HOMO-LUMO) as well as molecular electrostatic potential 
maps [34]. RDG analysis for analyzing weak interactions, DOS (Density 
of States) analysis, and topological analysis were all carried out using 
Multiwfn, a multifunctional wave function analysis tool [35], and all 
isosurface maps were rendered using the VMD program [36]. The Auto 
dock tools 1.5.6 (ADT) program was used to simulate the interactions 
between three distinct active site proteins [37]. Many theories produce 
comparable results, however DFT theory’s results were more accurate 
when compared to experimental data [38] hence we are just discussing 
DFT theory’s results here. 

4. Resuls and discussion 

4.1. Molecular geometry 

The number of atoms and geometric information such as bond length 
and bond angle are all obtained using Gaussian09 to determine the title 
compound’s ideal molecular structure. The TDPCA molecule has a 
planar structure (Fig. 1). TDPCA can have the carboxylic group oriented 
in either an anti- or syn-orientation. The global minimum on the po-
tential energy surface was found and identified, and the molecular ge-
ometry of TDPCA was fully optimized. According to Fig. 1, which is 
specific to the solid phase of orotic acid, the carboxyl group appears to 
be oriented in a syn-direction [39]. 

In TDPCA molecule average computed N2-C1 bond length is 1.407 Å, 
which is quite close to the typical N–C single bond (1.405 Å), as seen in 
Supplementary Table 1.The TDPCA molecule’s anticipated N4-C3, N2- 
C3, and N4-C5 bond lengths vary depending on the method used, and 
range from 1.378 Å to 1.391 Å, which is halfway between the length of 
an N–C single bond (1.40 Å) and an N=C double bond (1.29 Å). The N4- 
C5 and N2-C3 bonds are the two N–C bonds that are the shortest, which 
suggests that the C6-C5-N4-C3 skeleton has experienced severe p-elec-
tron delocalization. 

The bond distances between N4–H11 and N2–H13 in this molecule 
are estimated to be around 1.010 Å –1.012 Å Our theoretical values 
match actual evidence [40] and previous theoretical research on similar 
chemicals remarkably well [41].The C5=C6 bond’s computed average 
length of 1.349 Å, which is somewhat longer than a C=C double bond 
and supports the p-electron delocalization, is a good indicator of this. A 
C–C single bond (1.54 Å) and a C=C double bond (1.34 Å) are more 
similar in length than the C5-C7 bond, which is 1.498 Å The average 
calculated O8-H10 bond length for TDPCA is 0.96 Å, which is very close 

Fig. 1. Optimized structure of TDPCAcalculated at DFT level.  
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to the typical O–H single bond length (0.95 Å). 
The computed length of the C7-O9 bond is 1.26 Å, longer than the 

typical length of a C=O double bond (1.20 Å), but shorter than the 
typical length of a C–O single bond (1.43 Å). The computed length of 
the C7-O8 bond is 1.353 Å, which is less than the average length of a 
C–O single bond (1.43 Å). The lengths of the carboxyl bonds at posi-
tions C7-O9 and C7-O8 are different from those of conventional single 
and double bonds, suggesting that the double bond and negative charge 
are delocalized [42–44]. 

The uracil ring has carbon-oxygen bond lengths of 1.210 for the C3- 
O12 bond and 1.214 for the C1-O14 bond, both of which are sufficient 
for a double C=O bond length (120 pm) (Fig. 1; Table 1). The two 
carbon-oxygen bonds in the carboxylate group have identical bond 
length values (Table 1), which suggests that the carbon-oxygen single 
bond is not coordinated [45]. 

The calculated dihedral angle for the carboxyl group O9-C7-O8-H10 
is 0.0, indicating that the carboxyl group is planar and is in the same 
plane as the uracil ring. The computed bond angle for the carboxyl group 
O9-C7-O8-H10 is 123.95. The calculated dihedral angles C1–N2–C3–N4, 
N2–C3–N4– C5, C3–N4–C5–C6, and N4–C5–C7–O9 are 0.0 (Table 1) as 
well as O12–C3–N4–H11, O12–C3–N2–H13, O14–C1–N2–H13, and 
O14–C1–C6–H15. These images show how the TDPCA molecule is 
planar. The matching angles of the uracil ring, which are virtually 
identical to those documented in the literature, demonstrate the 
planarity of the 1,2,3,6-Tetrahydro-2,6-dioxo-4-pyrimidinecarboxylic 
acid molecule [46–48]. 

4.2. Natural bond orbital analysis 

NBO analysis is a helpful method for studying charge transfer and 
conjugation in molecular systems, as well as intra- and intermolecular 
bonding interactions [49–51]. On the basis of second-order perturba-
tion, the stabilization energy E2 is calculated. 

E2=ΔEij = qiF(i, j)2
/Ei − Ej 

The donor orbital occupancy is qi, the diagonal elements are Ei and 
Ej, and the Fock matrix elements are F(i,j).To ascertain the intra-
molecular rehybridization and delocalization of electron density, the 
molecule was subjected to NBO analysis at the DFT (B3LYP)/6–311 G(d, 
p) level. The estimated energy values for the interaction between the 
filled I and vacant j for the compound in the title have been compiled in 
Table 1. 

Strong electron delocalization was visible in the electron densities of 
the conjugated bonds of the aromatic ring (0.19 to 0.28 e) and (1.82 to 
1.97 e).This happens when molecules inside the ring interact through a 
charge transfer process. The shift from LP1(N2), (C5-C6), and (C5-C6) 
donor orbitals to (C3-C12), (C1-C14), and (C7-C9) acceptor orbitals, 

with stabilization energies of 57.37, 19.91 and 16.47 kcal/mol, is crucial 
for the high stability of TDPCA molecule. The intramolecular hydrogen 
bonding is the result of the overlap between (C6-H15) and (N4-C5), 
which has a stabilization energy of 6.82 kcal/mol. An increase in the E 
(2) value indicates a stronger delocalization interaction between elec-
tron donors and electron acceptors. 

4.3. Vibrational spectral analysis 

The harmonic vibrational wavenumbers for TDPCA at the 
6–311++G (d,p) level were calculated using the DFT method.1,2,3,6- 
Tetrahydro-2,6-dioxo-4-pyrimidinecarboxylic acidcontains 15 atoms 
with 39 distinct vibrational modes. Calculations were made to deter-
mine the potential energy distribution (PED) among the symmetry co-
ordinates for each of the molecule’s normal modes. Theoretical 
computations reveal that none of the frequencies have fictitious values. 
All DFT-calculated frequencies are scaled by 0.96 to compare to exper-
imental frequencies. 

Figs. 2 and 3 are the experimental and stimulated FT-IR and FT- 
Raman spectra of the title compound, respectively. The computed fre-
quencies slightly differ from the experimental values, as shown in 
Table 2, as can be seen. The absence of anharmonicity in DFT compu-
tations may be the cause of these minor variances. Furthermore, the 
environment in which the molecule is placed has an impact on the 
vibrational frequencies. These variations are expected given that the 
computed vibrational modes are based on a single gas phase molecule. 

4.3.1. C–C vibration 
The benzene derivatives exhibit C–C stretching vibrations between 

1650 cm− 1and 1590 cm-1 [52,53]. C–C stretching is thought to be 
responsible for the scaled frequency values at 1618 cm− 1, 1319 cm− 1in 
the compound uracil ring of the same name. The C–C stretching or 
strong band vibration, is shown in Raman with a wavelength of 1649 
cm− 1. The assigned value is moved outside of the acceptable range. In 
these modes, the wavenumber shift caused by the mass of replacement 
has been reversed. This demonstrates that energy is gained rather than 
lost as in the earlier situations [54,55]. Due to N’s attaching to the ring 
in this instance, ring C–C stretching vibrations were muted. 

4.3.2. C- N vibration 
Due to the possibility of multiple vibrational modes combining in 

this area, finding the ring C–N stretching vibration is a particularly 
challenging task. The C–N stretching vibration, which is always asso-
ciated with other bands, is commonly seen between 1266 cm− 1, and 

Table 1 
Second order perturbation theory analysis of fock matrix in NBO basis.  

Donor 
NBO (i) 

ED Acceptor 
NBO (j) 

ED E (2) 
Kcal/ 
mol 

E(j) – E 
(i) a.u 

F(i, j) 
a.u 

π(C1- 
O14) 

1.9767 π*(C5-C6) 0.1990 5.39 0.39 0.043 

π(C5-C6) 1.8215 π*(C1-O14) 0.2887 19.91 0.32 0.073 
π*(C7-O9) 0.2282 16.47 0.29 0.062 

σ(C6- 
H15) 

1.9725 σ*(N4-C5) 0.0305 6.82 0.96 0.072 

LP(1)N2 1.6476 π*(C1-O14) 0.2887 47.88 0.29 0.107 
π*(C3-O12) 0.3473 57.37 0.28 0.113 

LP(1)N4 1.6521 π*(C3-O12) 0.3473 52.65 0.29 0.110 
π*(C5-C6) 0.1990 40.24 0.30 0.102 

The strong stabilization energy from LP1 (N2) to *(C3-O12) is 57.37 kcal/mol. 
The lone pair electrons of LP1(N4) to *(C3-C12), LP1(N2) to *(C1-C14), and LP1 
(N4) to *(C5-C6) correspondingly have stabilization energies of 52.65, 47.88 
and 40.24 kcal/mol. Fig. 2. Experimental and simulated FT-IR spectrum of TDPCA.  
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1382 cm− 1 [56,57]. The C–N stretching mode is theoretically observed 
at 1364 cm− 1, 1350 cm− 1,1319 cm− 1and 1168 cm− 1.In the current 
experiment, the medium band of the C–N stretching vibration is seen at 
1346 cm− 1. 

The C–N stretching vibration, which is also noted at the lower end of 
the anticipated range, may be connected to the interaction of the C–C 
vibration, whose frequency reaches this value [58]. In-plane bending of 
C–N measured at 330 cm− 1and out-of-plane bending measured at 580 
cm− 1, respectively [59]. The C–N in plane bending is visible at 553 
cm− 1in the infrared spectrum. At 447 cm− 1in the IR and 456 cm− 1 in the 
Raman spectra, out of plane bending in C–N is observed. The measured 
spectrum and published results show excellent agreement with theo-
retically calculated C–N vibration wavenumbers produced using 
B3LYP/6–311++G (d, p) techniques. 

4.3.3. C–H vibration 
The hetero aromatic organic compounds usually exhibit several 

broad bands in the range of 3100 cm− 1–3000 cm− 1because of C–H 
stretching vibrations [60]. The 1000 cm− 1–1300 cm− 1range of the C–H 
in plane bending vibrations, which were detected, is particularly useful 
for characterization [61]. Vibrations in the C–H plane at 1264 cm− 1, 
1168 cm− 1,1128 cm− 1,1064 cm− 1that were theoretically detected. The 
succession of weak bands in Raman at 1250 cm− 1 that have been 
observed are thought to be caused by the C–H in plane bending vi-
bration. The vibrations caused by the C–H out of plane bending occur in 
the 1000 cm− 1–750 cm− 1 region. 

4.3.4. N–H vibration 
The hetero aromatic molecule with an N–H group absorbs stretch-

ing between 3500 and 3220 cm− 1 [62]. The DFT level calculated vi-
bration at 3505 cm− 1 is assigned to N–H stretching vibration. This 
corresponds to interaction of the intermolecular hydrogen bond N–H… 
O. It was observed experimentally in IR at 2838 cm− 1 [63,64]. The 
presence N–H hydrogen bond is evidenced from the elongation of N–H 
bond from the normal value. The title molecule’s bending N–H vibra-
tion is very weakly visible at 1451 cm− 1in the IR spectra; the anticipated 
value for the N–H bending mode is 1464 cm− 1. The C–N stretching 
vibrations overlap with this vibration. 

4.3.5. Hydroxyl vibration 
The hydroxyl groups are likely to be the most sensitive to the envi-

ronment and so they show pronounced shifts in the spectrum of the 
hydrogen bonded species. The hydroxyl group absorbs strongly in the 
3700–3584 cm− 1 region, whereas the existence of intermolecular 

hydrogen bond formation can lower the O–H stretching wavenumber to 
3550–3200 cm− 1 region [63–65]. The IR spectrum in the high region 
shows a broad intense band at 3526 cm− 1attributed to hydrogen-bonded 
OH stretching. The in-plane OH deformation vibration usually appears 
as a strong band in the region 1440–1260 cm− 1 [21]. The calculated 
band at 1350 cm− 1 corresponds to the in-plane bending mode of the 
hydroxyl vibration. 

4.3.5. C=O vibration 
The carbonyl group is present in numerous different types of com-

pounds and displays a strong band in the range of 1850 cm− 1–1550 
cm− 1due to the C=O stretching vibration [66]. Due to hydrogen bond 
formation or conjugation, the intensity of these bands may rise. The 
carbonyl group’s composition was also influenced by the oxygen’s single 

Fig. 3. Experimental and simulated FT-Raman spectrum of TDPCA.  

Table 2 
Comparison of the experimental (FT-IR, FT-Raman) wavenumbers (cm-1) and 
theoretical wavenumbers (cm-1) of TDPCA acid.  

Wave Number Assignments with PED(<10 %) 

Experimental 
Values 

Scaled 
Values  

FT- 
IR 

FT- 
Raman   

3526 _ 3643 ν(O8-H10)100 % 
_ _ 3505 ν(N4-H11)100 % 
_ _ 3476 ν(N2-H13)100 % 
_ _ 3143 ν(C6-H15)100 % 
_ _ 1764 ν(O9-C7)84 % 
_ _ 1744 ν(O12-C3)72 % 
1704 1709 1709 ν(O14-C1)74 % 
_ 1649 1618 ν(C6-C5)66 % 
1451 _ 1464 ν(N4-C5)10 %+ν(N4-C5)15 % 

β(H11-N4-C5)32 % 
1346 _ 1364 β(H13-N2-C1)63 % 
_ _ 1350 ν(N4-C3)18 % + ν(N2-C1)12 % 

β(C6-C1-O14)22 % + β(H11-N4-C5)14 % 
_ _ 1319 ν(N4-C5)12 % + ν(C7-C5)12 % 

β(H10-O8-C7)26 % + β(H11-N4-C5)10 % 
_ 1250 1264 β(H10-O8-C7)11 % + β(H11-N4-C5)17 % +

β(H15-C6-C5)38 % 
_ _ 1168 ν(N2-C3)50 % + β(H15-C6-C5)15 % 
1126 _ 1128 ν(N4-C5)23 % + ν(C7-C5)10 % 

β(H10-O8-C7)41 % 
1021 1047 1064 ν(N4-C5)43 % + ν(H15-C6-C5)23 % 
_ _ 984 ν(N4-C5)21 % + β(C6-C1-O14)40 % 
_ _ 968 ν(N2-C3)17 % + ν(N4-C3)14 % 

β(C1-N2-C3)40 % 
_ _ 880 ν(N4-C3)23 % + ν(C7-C5)14 % 

β(C3-N4-C5)26 % 
859 _ 848 τ(H15-C6-C5-N4)68 % + γ(C7-C6-N4-C5)11 % 

+ γ(O14-N2-C6-C1)12 % 
743 _ 761 γ(O14-N2-C6-C1)12 % +γ(O9-C5-O8-C7)69 % 
_ 731 727 γ(O12-N2-N4-C3)84 % 
_ _ 708 τ(H15-C6-C5-N4)21 % + γ(O14-N2-C6-C1)55 % 
_ _ 659 γ(O8-C7)13 % + β(O9-C7-O8)46 % 
_ _ 652 τ(H10-O8-C7-C5)10 % + τ(H13-N2-C1-C6)80 % 
_ 608 603 β(C5-C7-O8)33 % 
_ _ 590 τ(H10-O8-C7-C5)72 % + τ(H13-N2-C1-C6)12 % 
553 _ 554 γ (N2-C1)25 % + β(O9-C7-O8)14 % + β(C3-N4- 

C5)30 % 
_ _ 536 τ(H10-O8-C7-C5)81 % 
_ _ 513 β(C1-N2-C3)71 % 
447 456 442 γ(C7-C6-N4-C5)47 % + τ(C5-N4-C3-N2)11 % 

+γ(O9-C5-O8-C7)11 % 
_ _ 415 β(C5-C7-O8)69 % 
_ 394 394 γ(N2-C1)16 % + β(C6-C1-O14)61 % 
_ _ 327 γ(N4-C13)10 % + γ(C7-C5)26 % 

β(C6-C1-O14)10 % + β(O9-C7-O8)13 % + β(C3- 
N4-C5)13 % 

_ _ 172 β(C5-C7-O8)82 % 
_ _ 168 γ(C7-C6-N4-C5)15 % + τ(C5-N4-C3-N2)65 % 
_ _ 142 γ(C7-C6-N4-C5)86 % 
_ _ 114 γ(C7-C6-N4-C5)77 % 
_ _ 57 τ(O8-C7-C5-N4)89 %  
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electron pair. Theoretically calculated wave numbers for C=O stretching 
vibrations in the current work are 1764 cm− 1, 1744 cm− 1, 1709 cm− 1, 
1618 cm− 1. The frequency of the carbonyl stretching vibration in the 
TDPCA molecule is absorbed at 1704 cm− 1 (IR), 1709 cm− 1 (Raman) 
and 1709 cm− 1(DFT calculations), respectively. The observed FT-IR and 
FT-Raman bands are leads to the hydrogen presence in the title molecule 
[67]. It is anticipated that the in-plane and out-of-plane C=O vibrations 
will be present in the regions 725 cm− 1 and 595 cm− 1, respectively [68]. 
In our most recent research, the bands at 447 cm− 1(IR), 456 cm− 1(Ra-
man), and 442 cm− 1(DFT) have been distinguished as C=O in-plane and 
out-of-plane bending vibrations respectively.The in-plane and 
out-of-plane bending of the carbonyl group interacts heavily with the 
vibrations of the C–N and C–C bonds. 

4.4. Frontier molecular orbitals (FMOs) analysis 

The highest occupied (HOMO) and lowest unoccupied (LUMO) mo-
lecular orbitals—used to characterize how a molecule interacts with 
other species—are referred to as "FMOs” The HOMO and LUMO energies 
respectively, define the capacity to give and accept electrons. The en-
ergy gap between HOMO and LUMO, which is the result of a significant 
amount of ICT from the effective electron acceptor groups through the 
conjugated path to the end-capping electron donor groups, is what de-
fines the molecule chemical stability and electron conductivity [69]. 
Using the DFT/B3LYP method and the 6311++G(d,p) basis set, Fig. 4 
calculates the HOMO and LUMO orbitals of the TDPCA molecule. 

The FMOs investigation of the TDPCA molecule reveals that modi-
fications are delocalized within the molecule, increasing the molecule’s 
molecular reactivity. Calculations are made for the title compound’s 
additional significant properties, including its electron affinity, chemical 
potential, electronegativity, chemical hardness, ionization potential, 
chemical softness, and electrophilicity index. These qualities are listed 
in Supplementary Table 2. These tables demonstrate that electrons are 
transferred from the HOMO orbital, which contains many electrons with 
an energy of − 7.6245 eV, to the LUMO orbital, which has fewer elec-
trons with an energy of − 3.0348 eV and a − 4.5897 eV energy gap. The 
stability, internal charge transfer, and biological activity of TDPCA are 
all demonstrated by this bandgap. The molecule’s anticancer activities 
are being supported by this charge transfer interaction. 

4.5. Molecular electrostatic potential 

The molecular electrostatic potential (MESP) of a molecule is related 
to its dipole moments, partial charges, electro negativity and chemical 
reactivity. It denotes the net electrostatic impact created at a particular 
place by the overall charge distribution (electron + nuclei) of the 
molecule. It provides a visual representation of the molecule’s relative 
polarity [70]. It demonstrates the degree of reactivity by the colours of 
the regions under electrophilic and nucleophilic assault. 

The size, charge density, shape and position of a molecule’s chemical 
reactivity are depicted on an electron density isosurface that has been 
generated by mapping an electrostatic potential surface. A mapped 
electrostatic potential surface has been created for the title molecule in 
the 6–311++ G(d,p) basis set using the computer application Gauss 
view [71]. Fig. 5 displays the MESP curve for TDPCA. The different 
electrostatic potential values at the surface are shown by different col-
ours: blue indicates locations with the highest positive electrostatic 
potential, red indicates areas with the largest negative electrostatic 
potential, and green indicates places with zero potential. Red, orange, 
yellow, green, and blue have the potential for the most growth. 

The structure and charge density distributions in the molecule’s sites 
around the oxygen atom, which display regions with the majority of the 
negative electrostatic potential, have an effect on how the electrostatic 
potential surface looks in every case. The MEP map of the molecule 
under investigation clearly suggests that the negative potential regions 
(red) are electrophilic regions; these are largely caused by O atoms and 
are reflected as pale yellow glob. The highest positive potential zone 
(blue) is centered on the hydrogen atoms in the hydroxyl group as well 
as localized over the hydrogen C–H atoms, suggesting the probable sites 
for nucleophilic attack. 

The MEP map reveals that the positive potential sites are concen-
trated around the hydrogen atoms, whereas the negative potential sites 
are found around the oxygen and nitrogen atoms. These active sites were 
discovered to be unmistakable proof of the compound’s biological 
action. 

4.6. Mulliken and natural population analysis 

Atomic charges are crucial in the application of quantum chemical 
calculations to molecular systems because they affect the dipole 
moment, electronic structure, molecule polarisability and a variety of 
other features of molecular systems [72,73]. Supplementary Table 3 
contains the Mulliken charges estimated at the B3LYP/6–31 G (d,p) 

Fig. 4. Frontier molecular orbital of TDPCA.  Fig. 5. MESP of TDPCA.  
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basis set. However, the results can be better illustrated graphically, as 
seen in Supplementary Fig. 1. Because of polarizability, the charges alter 
depending on the base set. The basis set’s definition of each atom’s 
electron population was used to calculate the distribution of atomic 
charges. 

The amount of positive and negative carbon atomic charges was 
discovered in the compound mentioned in the title. The oxygen atom has 
a donar atom, which is negatively charged. The acceptor atom, 
hydrogen, has a positive charge on its atom. The range of the nitrogen 
atomic charge’s negative magnitude was found to be between 
− 0.408252 and − 0.418154. 

An alternative to the traditional Mulliken population analysis is the 
natural analysis. It appears to show numerical stability and provide a 
better explanation for how electrons are distributed within molecules 
[74,75]. The lowest charge among hydrogen atoms is found on H15 
atoms, while all carbon atoms except C6 are positively charged. Nitro-
gen N2 atoms have the largest negative charge (0.64009e), according to 
the charge study. All oxygen atoms have a negative charge, however O8 
(− 0.69409) has the highest charge of all oxygen atoms. The hydrogen 
atoms in the TDPCA molecule are all positively charged, however atoms 
H10 (0.49963e) and H11 (0.43624e) are positively charged more than 
the other hydrogen atoms because they are bound to an oxygen or ni-
trogen atom. 

The largest positive and negative charges of the OA molecule indi-
cate the potential for hydrogen bonding interaction in the natural pop-
ulation analysis, which is supported by the analysis of natural bond 
orbitals. Atoms C3 (0.80975e), shows a higher positive charge, and N2 
(0.64009e), which displays a higher negative charge, are indicators of 
charge delocalization in the molecule. 

4.7. Topology analysis 

4.7.1. Atoms in molecule (AIM) 
One of the most effective techniques is to take advantage of the to-

pology analysis of charge density or electron density of molecules in the 
actual space boundaries of the atoms forming a system in order to 
analyze the properties of the atoms forming a system using the Bader 
theory of "Atoms in Molecules." AIM is a potent tool for learning about 
hydrogen bonding and chemical bonds in the molecular system [76,77]. 

The key interactions, such as those for powerful H-bonds (∇2ρBCP) <
0 and covalent in nature, for weak H-bonds (∇2ρBCP) > 0 and HBCP >
0 and electrostatic in nature and medium H-bonds (∇2ρBCP) > 0, 
HBCP<0 and partially covalent, can be identified using topological 
analysis of the electronic charge density and their Laplacian at the bond 
critical point (BCPs).The AIM analysis was used to calculate the BCPs’ 
parameters once the area of electron density was obtained. A larger 
electron density indicates that the bond is stronger. 

The negative value of (∇2ρ) indicates the covalent nature of the 
covalent connection; in this instance, concentrated electron density in 
the area between the interacting atoms, leading to a highly constrained 
common electron pair. Positive values of (∇2ρ) calculated at the relevant 
BCP denote closed-shell interactions, which are typical of closed-shell 
interactions like hydrogen bonds and entail the depletion of electronic 
charge along the bond pathway. The cycle susceptibility to opening is 
specified by the bond ellipticity, which was looked into as a revealing 
indicator of the pi-bond character. The pi delocalization will be larger 
the higher the ellipticity value. 

The AIM analysis’s results for the electron density, Laplacian density, 
and ellipticity of the compound in the title were used to calculate the 
compound’s properties, which are shown in Supplementary Table 4.The 
crucial points and associated graphic produced by the B3LYP/ 
6–311++G(d,p) technique using the multiwfn program are shown in 
Supplementary Fig. 2. The C7-O9(0.4242) link in the TDPCA molecule 
has the highest electron density, and this bond’s higher negative value, 
demonstrates its covalent character. The C5-C6 atom has a higher value 
than the others in ellipticity, which denotes the bond’s instability. 

4.7.2. ELF and LOL analysis 
The Multiwfn program was used to do the topological analysis of the 

Localized Orbital Locator LOL and the Electron Localization Function 
(electrons are strongly localized) ELF [35]. Frequently, multiwfn pro-
grammes are used to reveal the atomic shell structure, categories 
chemical bonds, and validate charge-shift bonds on molecular surfaces. 
ELF allows for the local measurement of Pauli repulsion, which is 
directly connected to the kinetic energy of electrons. Greater values ELF 
[0.0 to 1.0] show that electrons are significantly localized, which im-
plies the presence of a covalent bond, inner shells, or a lone pair of the 
atoms. Smaller values (0.5) represent locations where electrons are 
projected to be delocalized. Supplementary Fig. 3 shows the ELF and 
LOL color-filled map. 

The ELF color-filled map (a) shows the delocalized electron cloud 
around a few carbon and nitrogen atoms in blue, the localized bonding 
around hydrogen atoms in considerable detail, and the non-bonding 
electrons in red. The LOL color-filled map(b)reveals that the centres of 
certain hydrogen atoms are white, indicating that a single localized 
orbital predominates the bonds (exceeds the upper limit 0.8).The 
valence shell, inner shells of a few carbon atoms, and oxygen atoms of 
the depleted region are represented by the blue circles, whereas the high 
LOL values of the covalent kind of electron depletion zone around the 
nitrogen atom are represented by the red circles. 

4.7.3. RDG analysis 
The RDG technique, which uses Multiwfn and the visual molecular 

dynamics (VMD) application, is a topological tool that exposes non-
covalent interactions such as van der Waals, steric effects and hydrogen 
bonds [36]. The region of these interactions and their graphical repre-
sentation are provided by the RDG analysis, which is based on the 
electron density and its derivatives [78]. The second eigen value of the 
electron density, sign (λ2)ρ, can be used to build an RDG scatter graph 
between RDG and sign (λ2)ρ, that provides crucial information on the 
nature and strength of the interactions. To describe the nature of in-
teractions, use sign(λ2)ρ. Repulsion is indicated by a sign (λ2)ρ > 0, 
attraction is indicated by a sign (λ2)ρ < 0, and van der Waals weak 
interaction is indicated by a sign (λ2)ρ virtually 0 [79]. 

The steric effect can be seen in the red color scatter near the car-
boxylic group in the RDG isosurface plot, and it can also be seen in the 
scatter plot between the positive region between 0.05 and 0.01 a.u [80]. 
Green color scatter indicates the presence of non-covalent van der Waals 
force H…H inter scatter between 0.01–0.02.The red scatter in the iso-
surface density plots, which show the non-bonded interactions from the 
RDG graph, appears in a high range between 0.05 and − 0.01 a.u. The 
RDG scatter graph demonstrates the significant steric effect and van der 
Waals force interaction that take place in the compound of TDPCA. The 
Fig. 6(a,b) displays the RDG scatter and isosurface plots of TDPCA. 

4.8. Fukui function 

One of the greatest ways to understand well-known chemical con-
cepts like electronegativity, electron affinity, ionization potential, 
chemical potential etc., is through the use of DFT. The atomic de-
scriptors were first used by Kolandaivel et al. to identify the molecule’s 
regionally reactive areas [81]. Individual atomic charge calculated by 
NPA (Natural Population Analysis) and MPA (Mulliken Population 
Analysis) has been used to develop the Fukui function. The following 
expression is used to determine fukui functions [82]: 

Thenucleophilicattack= fj+ = [qj(N+ 1)− qj(N)]

Theelectrophilicattack= fj− = [qj(N)− qj(N − 1)]

andradicalattack= fj0 = [qj(N+ 1)− qj(N − 1)]/2  

where q stands for the atomic charge at the rth atomic site in chemical 
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species like neutral (N), anionic (N + 1), and cationic (N-1) species. The 
signs +, -, and 0, respectively stand for nucleophilic, electrophilic, and 
radical assaults. The formula below is used to calculate the Dual 
descriptor f(r). 

Dualdescriptor=ΔF(r) =
[
f+j − f − −

j

]

Dual descriptors F(r)>0 and F(r)0, respectively, indicate that 
nucleophilic assaults are more advantageous at the site than electro-
philic attacks. Both descriptors F(r) distinguishes between nucleophilic 
and electrophilic attack at a certain location with their sign. A visual 
representation of fukui functions and dual descriptors is shown in Sup-
plementary Fig. 4(a,b,c).For each atom in the molecule, Supplementary 
Table 5 gives full details on the Fukui functions, local softness, Mulliken 
atomic charges and dual descriptor values. In the following order, the 
both descriptor for nucleophilic attack C7 > C1 > C3 is presence in the 
molecule. Dual adjective describes an electrophilic attack negatively as 
the order C6 > O14 > O12 > O9 > N4 > H15 > C5 > H11 > H13 > O8 >
H10 >N2. The likelihood of radical attacks is indicated by numbers that 
are nearly equal to zero or equal to zero. Electrophilic attack is more 
likely to occur on negatively charged atoms. If the three types of assaults 
are compared, it may be discovered that the nucleophilic attack is more 
reactive than the electrophilic and radical attacks. 

4.9. Molecular docking 

The fields of structural molecular biology, pharmacogenomics, and 
computer-aided drug design all place a high value on molecular docking 
[83]. In the current investigation, molecular docking for a protein linked 
to anti-cancer activity was done. The composition of the target protein 
2WXQ was retrieved from the RSCB protein data repository [84]. The 
Ramachandran plot, as illustrated in Fig. 11, is used to assess the pro-
tein’s quality and confirm that all of the residues are present within the 
permitted range. To create the ligand PDB format, the optimal molecular 
structure using density functional theory is helpful [85]. TDPCA is 
docked with 2WXQ protein using the Auto Dock program. In the 
protein-ligand binding interaction, a binding energy of − 5.45 kcal/mol 
was detected. Fig. 7 depicts this, and Table 3 lists the significant fea-
tures. This chemical is a potent anti-cancer medication, as evidenced by 
the low value of binding energy. 

5. Conclusion 

The current study reports on the spectroscopic investigation of 
TDPCA utilizing FT-IR and FT-Raman, theoretically and experimentally. 
Overall, it was observed that there was good agreement between the 
typical modes of vibrations in theory and experiment. Strong 

Fig. 6. RDG scatter and isosurface plots of TDPCA.  

Fig. 7. Molecular docking of TDPCA.  

Table 3 
Protein, binding residue, bond distance, binding energy of TDPCA.  

Protein (PDB: 
ID) 

Binding 
residues 

Bond distances 
(Å) 

Binding energy (kcal/ 
mol) 

2WXQ 

ILE 3.50 

− 5.6 

ILE 3.11 
ASN 2.83 
LYS 2.83 
ASN 3.17 
LYS 3.00 
ASP 2.89 
TRP 2.92  
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intramolecular hyperconjugative interaction and molecular stability are 
indicated by NBO analysis. The HOMO and LUMO values are computed 
and the energy gap is determined to be 4.5897 eV. The molecule’s anti- 
cancer efficacy is supported by its low HOMO-LUMO energy, which also 
indicates the possibility of ICT interaction. Using MEP, Fukui, ELF, LOL, 
and RDG, the electron distribution and reactive sites on the surface of 
the compound were examined. The anti-cancer effect of the title mole-
cule is further revealed by the strong activity of TDPCA molecule against 
IA PI 3-Kinase PDB (2WXQ), with a binding energy of − 5.6 kcal / mol. 
Thus, the novel title compound TDPCA may be expected as a useful 
therapeutic target for cancer treatment. We expect that all of the study’s 
findings will be useful to researchers who are analyzing and creating 
novel materials. 
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A B S T R A C T   

To identify promising compounds and to develop a potent non-linear optical material, the molecule 1-acetyl-2- 
(4-ethoxy-3-methoxyphenyl) cyclopropane (AEMC) was selected. FTIR and FT-Raman spectroscopy techniques 
were employed to predict the functional groups and vibrational modes of AEMC. Gaussian 09 W software was 
utilised to analyse the parameters of the optimised title compound. Reactive sites were forecasted using MEP 
plots. To clarify the chemical significance of the molecule, ELF and LOL are utilised. Furthermore, the presence of 
interactions within the molecule is confirmed by RDG analysis. The strong and weak hydrogen bonds between 
the non-bonding atoms of AEMC are studied with the aid of AIM analysis. Additionally, the material’s capacity to 
produce non-linear effects (NLO) was ascertained by examining the linear polarizability and first order hyper 
polarizability values.   

1. Introduction 

Nonlinear optical (NLO) materials respond to incident photon’s 
electric field in a nonlinear approach, that may culminate in an array of 
optical phenomena including the creation of new light frequencies or 
changes to the material’s optical characteristics [1]. Nonlinear optical 
materials have been applied in various fields such as atomic, molecular, 
solid-state physics, surfaces interface sciences, materials science, medi-
cine, chemical dynamics, and biophysics. Due to recent developments in 
laser technology, Non-linear optics (NLO) has emerged as a prominent 
area of study. It is critical to develop non-linear optical materials with 
improved response. To create materials with improved non-linear op-
tical properties, it is crucial to have a theoretical understanding of the 
factors impacting those properties [2]. 

Cyclopropane and its derivatives are unique amongst the cyclic 

carbon compounds due to their unique structure, spectra, and chemical 
properties [3]. Cyclopropane is not only used in natural products, but 
it’s also a common structure in drugs or drug development projects that 
are currently on the market [4]. The use of cyclopropane derivatives 
offers a unique opportunity to create structures with unparalleled syn-
thetic potential. Furthermore, both natural and synthetic compounds 
with simple functions are imbued with a wide range of biological 
properties, including enzyme inhibition, antibiotics, antivirals, anti-
tumor, and neurochemicals [5]. 

The past few decades have seen a significant advancement in bio-
informatics and structural biology, with the advancement of computa-
tional tools for genomic data analysis, which has enabled the 
development of novel approaches for vaccine design [6]. The DFT 
calculation method under the B3LYP/6–311 ++G(d, p) level of theory 
was utilised in this work to obtain the most stable structure in the 
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ground state [7]. Presently, the ab-initio community acknowledged the 
DFT method as a prevalent post-HF approach and precision with regards 
to the estimation of several molecular properties [8]. The best approach 
for studying hybrid materials theoretically is DFT as it impacts a good 
equilibrium between calculation time and result precision [9].In light of 
its significance in numerous chemical and biological processes, intra- or 
intermolecular proton transfer has drawn an abundance of attention in 
recent years [10]. 

In the search for promising compounds, 1-acetyl-2-(4-ethoxy-3- 
methoxyphenyl) cyclopropane (AEMC) is chosen as the title molecule 
for the study. This work set out to analyse the AEMC molecule’s 
conformational analysis, energies of the molecular orbital, IR and 
Raman spectra theoretically and experimentally. The theoretical and 
experimental spectra of AEMC molecules have not been extensively 
studied to the fullest extent. Thus, this investigation was conducted in 
order to attain an extensive comprehension of the vibrational spectrum 
of AEMC molecules and to classify the different modes with higher wave 
number precision. By NBO (Natural Bond Orbital Analysis) the stability 
of AEMC is determined. The energy gap is determined by Frontier Mo-
lecular Orbital Analysis (Molecular Orbital Analysis). The electron dis-
tribution and reactive sites on surface of the analysed compound were 
determined by Molecular Electrostatic Potential (MEP), Electron local-
ization function (ELF) and Localized Orbital locator (LOL). 

2. Materials and methods 

The AEMC was sourced from Sigma Aldrich Company with a purity 
of 99 % and was utilised without any additional purification. In the 
evacuation mode, the title compound’s FTIR spectrum was recorded in a 
range of 4000–400cm− 1at a resolution of 1.0 cm− 1on a PERKIN ELMER 
FTIR spectrometer using KBR pellet technique. In the pure mode, the 
title molecule’s FT-Raman spectra were recorded at 4000–100 cm− 1 

using an ND: YAG laser at 100 mW at a resolution of 2 cm− 1 on a 
BRUCKER RFS 27. 

3. Computational details 

The present work’s computations were carried out at B3LYP levels 
using the Gaussian 09 W [11] package program in conjunction with the 
6–311++ G (d, p) basis set function of the density functional theory 
(DFT) through gradient geometry optimisation [12]. In order to 
comprehend intermolecular delocalisation or hyper conjugation, 

Natural Bond Orbital (NBO) calculations were performed at the 
DFT/B3LYP level using the NBO 3.1 program as implemented in the 
Gaussian 09W package. To shape the Highest Occupied Molecular 
Orbital (HOMO), Lowest Unoccupied Molecular Orbital (LUMO) and 
Molecular Electrostatic Potential (MEP) the visualisation program of 
Gauss view 5.0.8 [13] was used. The VEDA4 program, developed by 
Jamroz, [14] was utilised to perform in-depth vibrational mode as-
signments through the use of percentage potential energy distribution 
(PED) analysis. The AIM, ELF, LOL, and NCI analyses [15–17] using 
Multiwfn software [18] were used to further look into the hydrogen 
bonding nature, and the VMD software package [19] was used to 
visualise the isosurfaces. 

4. Result and discussion 

4.1. Optimised parameter 

Gaussian 09 W program package was used to optimize the molecular 
structural parameters of the title molecule, and to visualize the opti-
mised molecular structure Gauss View was utilised.Fig.1 illustrates the 
optimised structure. Supplementary Table.1 displays the structural pa-
rameters that were determined using the DFT method. The bond lengths 
(C1–C16), (C10–C11) and (C12- C13) are larger than the C–C bond owing 
to the electron transfer from lone pair oxygen to the carbon atom. The 
presence of a hydrogen atom linked to the carbon atom accounts for the 
bond lengths (C7–C8) and (C4–C5) being shorter than the actual bond 
length. As a result of the single bond, it is found that (C1–H14), 
(C1–H15), and (C13–H35) are larger. 1.234 Å is the reported value that 

Fig. 1. Optimized structure of 1-acetyl-2-(4-ethoxy-3-methoxyphenyl) cyclopropane (AEMC).  

Table 1 
Calculated energy values of the title molecule using B3LYP++ G(d,p) basic set.  

Molecular Properties Mathematical Description Energy(eV) 

EHOMO Energy of HOMO − 8.1551 
ELUMO Energy of LUMO − 4.4190 
Energy Gap ΔEg= EHOMO- ELUMO 3.7361 
Ionization Potential (IP) IP = -EHOMO 8.1551 
Electron Affinity (EA) EA= -ELUMO 4.4190 
Electronegativity (χ) χ = - 1/2(ELUMO + EHOMO) 6.287 
Chemical potential (μ) μ = 1/2(ELUMO + EHOMO) − 6.287 
Global Hardness(η) η= 1/2(ELUMO− EHOMO) 1.8680 
Softness (S) S = 1/2η 0.2676 
Electrophilicity index (ω) ω = μ2/2η 10.5797  

D.P.L. Renj et al.                                                                                                                                                                                                                                
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corresponds to the calculated C = O bond length of 1.2172 Å [20]. 
Charge transfer within the molecule is the reason for the C12–O29 
(1.2172 Å) bond’s shortening from its normal value. The values of 
(C4–C5–C6) and (C6–C7–C8) exceed 120◦, implying the existence of 
hyper conjugate interaction. A bond angle of (C6–C5–H25) greater than 
120◦ signifies the delocalisation of charge within the methyl group. 
Since methyl groups are typically associated with electron-donating 
substitution, the bond lengths C10–C11 increase with the value of 1.5151 
Å Conversely, the bond lengths of C1–O2 (1.4307 Å) and C4–O20 
(1.373 Å) both increase as a result of the methyl group that donates 
electrons being attached to the carbon atoms of C1 and C4. It is also well 
known that DFT optimised bond lengths are usually longer, due to the 
inclusion of electron correlation [21].The methylene group exhibits a 
greater degree of tilt from the para substituted phenyl ring, as seen by 
the torsion angles C8–C3–C4–O20 = − 177.0◦, C3–C4–O20–C21 =

− 69.3◦, C6–C5–C4–O20 = 176.6◦, and C5–C4–O20–C21 = 113.1◦

As the cyclopropane is attached to the C9 carbon atom in the phenyl 
ring, the bond lengths of the C6–C7 (1.394 Å) and C6–C7 (1.402 Å) 
carbon atoms are slightly longer than those of the other carbon atoms in 
the phenyl ring. It is evident that there is hyperconjugation (n→σ*) 
between the lone-pair electrons of the O29 atom and the C10–C12 and 
C12–C13 bonds by lengthening the bond distances C10–C12 (1.4909 Å) 
and C12–C13 (1.5147 Å) and contracting the internal bond angle 
C10–C12–C13 (116.3◦).The dihedral angles for the title molecule 
C1–O2–C3–C4 (− 175.9◦), C3–C4–O20–C21 (− 69.3◦), and 
C1–O2–C3–C8 (2.147◦), C5–C4–O20–C21 (113.1◦) shows folded 
conformations of the molecule. 

The geometric and electronic structure of the molecules can be 
significantly influenced by the type of substituent, which can either 
donate electrons (CH3) or accept them (Cyclopropane). The charge 
distribution on the ring’s carbon atom provides an elucidation for slight 
variations in bond length in terms of the substitution effect [22]. The 
ground state energy of the optimised structure is obtained as 
− 769.955657 Hartree and the dipole moment is 3.2340 Debye. 

4.2. Natural bond orbital 

The DFT level of calculation is utilised to examine the various second 
order interactions between filled orbitals from one subsystem and empty 
orbitals from another subsystem, which serves as a measure of the 
hyperconjugation or delocalization of the electrons [23]. In order to 
attain more extensive understanding of the molecular electronic struc-
ture, the principal natural orbital interactions of the molecule were 
evaluated with the aid of the Non-Binding Organization (NBO) 5.0 
program [24]. The strong intramolecular hyperconjugative interactions 
of the molecule are unveiled by the second-order perturbation theory 
analysis of Fock matrix in the NBO basis, which are presented in Sup-
plementary Table 2. 

Intramolecular Hyperconjugative Interactions (ICTs) are formed by 
orbital overlap between the orbitals of the σ and π C–C bond and σ* and 
π* C–H, C–C bond orbitals of the two hydrogen bond orbitals. When 
ICT is induced, it stabilises the system. The most important feature of the 
NBO of a hydrogen bond system is the transfer of charge between the 
lone pair of protons (proton acceptor) and the antibonds (proton donor). 
The NBO result validate the existence of hydrogen bonds within mole-
cules due to the interaction between the lone oxygen pair and the anti- 
bond orbitals of the two molecules, LP2O2 – σ*(C1 -H14), LP2O2 – σ * 
(C1–H15), respectively. The C–H bond gets stronger and weaker as a 
result of rehybridising [25], Which is disclosed by the lower value of ED 
0.02683e and 0.0263e in the σ*(C1 -H14) and σ*(C1–H15) orbitals 
respectively. The blue shift of hydrogen bonding due to improper 
bonding is predicted by the NBO results with optimised geometric pa-
rameters and the corresponding up shift of C–H stretching wavelength 
(C–H = 3054 cm− 1).The higher the E (2) value, the more intense the 
interactions between the electron donors and the electron acceptors are 
Intramolecular Hyperconjugative Interactions (IGI) are formed by 

orbital overlap between the orbitals of the electron donor and the 
electron acceptor. The orbital overlap between the orbital of the donor 
and the bond orbitals of the π(C–C) and π*(C–C) bond results in 
Intramolecular Charge Transfer (ICT) which stabilises the system. The 
phenyl ring exhibits strong electron delocalisation at conjugated bonds 
ED at π bonds (1.67–1.97 e) and π* bonds (0.35–0.39 e), resulting in 
stabilisation of (≈ 17–20 kJ/mol) energy. When NBO is conjugated with 
π(C6–C7) → π*(C4–C5), it results in a huge amount of stabilisation 
(20.02 KJ/mol) for the title molecule. This strong stabilization indicates 
greater delocalization. The presence of a strong interaction between the 
lone O2 orbital containing a π type electron pair and the neighbouring 
phenyl ring antibonding orbital of a pair of π*(C3–C8) has been 
observed. This interaction causes the lone pair’s orbital occupancy to be 
lower than the other orbital occupancy, and can cause O2 to be hyper-
conjugated with the phenyl ring. 

Intramolecular C–H…O hydrogen bonding is induced by the overlap 
of the orbital LP2O and σ* (C–H), resulting in Intramolecular Charge 
Transfer (ICT) which stabilizes H-bonded systems. As a result of this 
interaction, the C–H anti-bonding orbital has an increased electron 
density, thereby reinforcing the C–H bond. C–H…O intramolecular 
hydrogen bonding is also confirmed between lone pair LP2O2, 
LP2O29and antibonding orbitals σ* (C14–H15), σ* (C12–H13) with stabi-
lisation energy of 19.85 kcal/mol. This confirms the intrinsic C–H…O 
hydrogen bonding. 

The atom label and the hybrid label, which indicates the hybrid 
orbital (spx) composition (s character and p character), of the title 
molecule, were identified and tabulated in Supplementary table. 3. The 
presence of a p character of ≈100% was observed in atoms of π bonding 
in π (C3–C8), π (C4–C5) and π (C6–C7. The occupancy of Nucleobases in 
the molecule is indicative of their profound dependency on the chemical 
system. i.e.), the bonding orbital of C3- C8 with 1,6852 electrons con-
tains 99.99% C3 characters in a sp1.00hybrid, while the corresponding C8 
hybrid orbital contains 99.95%. C4–C5 bonding orbital (1.7034) con-
tains 99.14% of C4 in sp1.11and 99.75% of C5 in sp1.09. C6–C7 bonding 
(1.6746) contains 99.96% of C6 in sp1.00and 99.97% of C7 in hybrid 
orbital.C9–C10 bonding orbitals possessed 81.05% C3 character in a 
sp4.29 hybrid and 80.12% C8 character in a sp4.04 hybrid orbital with 
1.8900 electrons. 

Natural atom hybrid orbital energies possess a high p-character and 
low occupation number. Natural hybrid orbital energies are equal to 
− 0.3999 a.u and − 0.3199 a.u respectively. The hybrid orbital energies 
of the p-character are found to be ~99.9% and its lower occupancy 
numbers are ~1.8470 and 1.889 e respectively. Conversely, LP1O20 and 
LP2O20 possessed with occupancy number of 1.9511 and 1.9081e with 
energies of − 0.4992 and − 0.3556 a.u. 

4.3. Mulliken charge analysis 

Mulliken atomic charge distribution is a major determinant of a 
molecule’s dipole moment and polarisability. It is also influential in the 
electronic structure of the molecule and the vibrational modes of the 
molecule. This distribution has been utilised to elucidate the electro-
static potential equalisation process and model of the electrostatic po-
tential external to the molecular surface [26]. These elements play a 
critical role in the qualitative analysis of both inorganic and organic 
reactivities [27]. The atomic charge distributions were determined by 
calculating the electron number of each atom according to the basis set. 
The total atomic charge is calculated using Mulliken’s population 
analysis with an optimised geometry, and the natural charges are 
calculated using natural bond orbital analysis. These are shown in 
Supplementary Table 4.The graphical representation of the analysis is 
shown in Supplementary fig. 1. 

The distribution of carbon atoms in the compound indicates that the 
positively charged carbon atoms are those of the substituted carbon 
group (C6, C8, C9, C10 and C12) and the remaining carbon atoms are 
negatively charged. This is indicative of the existence of a positive 
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charge in the carbon atom, which is attributed to the delocalisation of 
electrons from both the oxygen and the carbon atoms of the methyl 
group. C10 and C12 show the transfer of charge from LP2O29 to 
σ∗(C10–C12) (18.82 kJmol− 1) and σ∗(C12–H13) (19.85 kJ mol− 1).All 
hydrogen atoms bewitched a positive charge. In addition, the carbon 
atom C11 (- 0.8047 e) has a higher electronegativities than other carbon 
atoms due to the fact that it is surrounded by two positively charged 
hydrogen atoms. The results indicate that the oxygen atom O29, has 
more negatively charged atoms, while the hydrogen atom H26, has more 
positively charged atoms. This implies that the hydrogen atom is bonded 
to the oxygen atom, and the oxygen atoms are all electron acceptors, 
resulting in the transfer of charge from hydrogen to oxygen. 

4.4. HOMO-LUMO 

The excitation energies can be calculated in a variety of ways. The 
most basic method entails the difference between a neutral system’s 
highest and lowest occupied molecular orbital values (HOMO and 
LUMO respectively). This form is analogous to the frozen orbit 
approximation, as ground state characteristics are utilised to determine 
excitation parameters. The HOMO-to-LUMO energy gap is one of the 
most important parameters in determining the molecular electrical 
transport characteristics and contributes to the electron conductivity 
measurement [28].Calculation of the HOMO, LUMO and energy gap of 
the title molecule is based on the B3LYP level using 6–311++G(d, p). 
The wave function analysis suggests that the electronic absorption is 
associated with the transition from ground to the initial excited state, 
and is primarily characterized by a single electron excitation between 
the highest occupied molecular orbit (HOMO) of the molecule and the 
lowest unoccupied molecular orbital (LUMO) of the molecule. In gen-
eral, the energy of the LUMO molecule and the energy of the HOMO 

molecule, as well as their energy gap, are indicative of the chemical 
functioning of the molecule, which is a key factor in its stability [29]. 
The title compound may have more interactive properties due to the 
evenly distributed electron density of its LUMO and HOMO orbitals 
[30]. 

Table 1 shows the title compound’s frontier molecular orbitals en-
ergies (EHOMO, ELUMO), energy gap (ΔE), electronegativity (χ), the 
chemical potential (μ), global hardness (η), global softness (S) and global 
electrophilicity index (ω). Recently, the quantities of reactivity have 
been determined in order to get brief overview about the different 
pollutants that are toxic in terms of reactivity and selectivity of the site. 
The molecular stability of a compound is determined by the overall 
hardness and flexibility of the compound, which is a reliable indicator of 
its chemical stability. The HOMO-LUMO energy gap value of a molecule 
is used to determine whether it is a soft molecule or a hard molecule. 
Hard molecules are one which has a high energy gap, while a molecule 
with a less energy gap is classified as a soft molecule. Fig. 2 illustrates the 
HOMO and LUMO energy levels and their distribution. 

The DFT calculation of the title molecule indicates that the HOMO 
cloud distribution, as well as the LUMO cloud distribution, is centred 
around the phenyl ring and the methoxy group, with partial coverage of 
the ethoxy and cyclopropane groups, and the O29atom. The LUMO, on 
the other hand, concentrates on phenyl ring, cyclopropane and acetyl 
group. The hardness (η) of the title compound is determined and it is 
calculated to be 1.886 eV, which means it is a hard material. The energy 
gap (ΔE) between HOMO and LUMO energy of the compound is 3.7361 
eV The lower value of the HOMO-LUMO gap indicates that the molecule 
can be analysed intramolecularly for the transfer of charge and also 
indicates that the molecule is bioactive and stable. The value of the 
chemical potential of the title molecule μ = − 6.287 eV is negative, thus 
indicating the stability of the molecule. Also, band gap energy of the title 

Fig. 2. Energy distribution between HOMO and LUMO.  
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molecule is found to be low, which indicates the stability of the 
molecule. 

4.5. Molecular electrostatic potential (MEP) 

MEP plays an essential role in studying molecular interactions, pre-
dicting nucleophile and electrophile sites, molecular clusters, and 
predication, as well as a wide variety of microscopic properties [31,32]. 
The electrophilic and nucleophilic attack on the reactive sites for AEMC 
is predicted by MEP at the B3LYP/6–311++ G(d,p) method. The 
negative electrostatic potential refers to the proton’s attraction due to 
the high concentration of electrons in the molecule (represented by red 
on the surface of the MEP), while the positive correlate with the proton’s 
repulsion due to atomic nuclei in areas where there is low electron 
density and the nuclear charge isn’t fully shielded (represented by blue). 
For a better clarity, reactive sites of the molecule have been identified 
with different colours [33].The electrostatic potential of the negative 
atom decreases and the positive region of the other atom becomes less 
positive when there is an intra- or intermolecular interaction [34].MEPs 
allow the evaluation of the capacity of a molecule to interact Electro-
statically with a binding site and visualization [35].The mapping 
scheme was based on a colour-coded system, with the red region indi-
cating the region of the highest electro-negative potential (electrophilic 
attack), and the blue region indicating the highest electro-positive po-
tential(nucleophilic attack).MEP surface map is shown in Fig. 3. 

In this analysis, the negative potential lies close to the carbonyl 
group and the acetyl group, specifying electrophilic reactions of the title 
molecule, while the positive potential is centred on the phenyl ring and 
all of the hydrogen atoms, specifying nucleophilic reaction of the title 
molecule. These interactions and active sites on the title molecule pro-
vide an indication of the biological activity of the compound. The 
electrostatic potential is found to lie in the range of − 5.393 e− 2 to 5.393 
e− 2. 

4.6. Vibrational analysis 

The spectroscopic properties of AEMC have not been extensively 
investigated to the fullest extent. Since AEMC has 35 atoms, it has 99 
modes of vibration (3N-6) in addition to three translational modes and 

three rotational modes. The vibrational wave numbers of FT-IR and FT- 
Raman were theoretically determined theoretically by the DFT method 
using the B3LYP/6–31++G (d,p) basis set. Calculated frequencies are 
naturally harmonic while experimental frequencies are unharmonic in 
nature. This is the primary reason for the deviation in methylene group. 
The deviation in other groups is due to the approximations that were 
carried out in the computational method. To address these systematic 
errors, the frequencies calculated were scaled by an appropriate scaling 
factor (0.961) to reduce the difference in theoretical and experimental 
performance.Combined experimental and theoretical FTIR and FT- 
Raman spectra are depicted in Fig. 4 and Fig. 5. Table.2 shows the 
calculated scaled wave numbers with the experimental FTIR and FT- 
Raman wave numbers of the title compound. 

4.6.1. Phenyl ring vibration 
AEMC is made up of a tri-substituted benzene ring. Carbon stretching 

Fig. 3. Molecular Electrostatic Potential surface map of AEMC.  

Fig. 4. Combined theoretical and experimental FTIR spectra of the 
title molecule. 
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is usually very important in vibrational spectra for benzene derivatives. 
The phenyl group exhibits stretching modes in the C–C range, ranging 
from 1650–1100 cm− 1 [36]. In the present molecule the peaks perceived 
at 1592 cm− 1, 1393 cm− 1and 1316 cm− 1 are assigned to Raman spec-
trum and the peaks at 1590 cm− 1,1391 cm− 11,311 cm− 1,1270 cm− 1 and 
920 cm− 1are assigned to IR spectrum to C–C stretching vibration. The 
electro-negativity of the oxygen atom causes slight variations in fre-
quency for these modes. The phenyl ring’s bending modes were char-
acterized by medium-intensity bands at 1592 cm− 1for Raman and 1590 
cm− 1for IR spectrum. The other vibrations observed in the fingerprint 
area correspond closely to the spectra observed. 

4.6.2. CH3 vibrations 
When the electron-donor methyl group (CH3) is directly connected to 

the oxygen atom, the stretching and bending bands of the C–H pair can 
undergo energetic changes due to the electronic interactions involved. 
This results in the expansion of the O–CH3 vibrational bands across a 
wider area than the C–CH3 group does. In the present work, a methoxy 
(OCH3–) group attached to the phenyl ring of the title compound.The 
CH3 stretching predicted at 2983 cm− 1lies under the observed values at 
3014 cm− 1, 2938 cm− 1 in Raman and 2985 cm− 1, 2937 cm− 1 in IR 
spectra, respectively. The wavenumber is deviated due to the slight 
deviation in the orientation of the methoxy group. AEMC contains two 
methyl groups in its side chain. Vibrations of CH3 in the form of 
stretching and deformations are relatively localised and result in satis-
factory group wavenumbers. The most stable vibrations in the spectrum 
are C–H stretching vibrations. Stretching vibrations for the CH3 and 
C–H groups gives a series of sharp bands from 2980 to 2875 cm− 1 [37, 
38].For the title compound, at 2985 cm− 1 a medium peak is observed, 
which corresponds to the CH3 stretching mode vibration. 

4.6.3. C––O, C–O vibrations 
Generally, Ketones, Aldehydes, and Amides demonstrate IR absorp-

tion at a range of 1750–1650 cm− 1. Carbonyl group vibrations have 
resulted in distinct bands in the vibrational spectrum, which have been 
extensively studied. The increase in intensity of these bands can be due 
to the induction of conjugation or hydrogen bonding. The combination 
of conjugation, ring size and hydrogen bonding, as well as steric and 
electronic reactions, can often lead to substantial changes in the C––O 
absorption frequency [39]. 

The intensity of the carbonyl vibration bands in ketones is typically 
very high and is predicted to be in the range of 1715–1680 cm− 1. The 
double bond in carbon–oxygen is formed by pπ–pπ between oxygen and 

Fig. 5. Combined theoretical and experimental FT-Raman spectra of the 
title molecule. 

Table 2 
Scaled and Observed wave frequencies with PED contribution of AEMC using 
method B3LYP++ G(d,p) basic set.  

Wave Numbers Assignments with PED (>10 %) 
Experimental 
Values 

Scaled 
values 

FT- 
IR 

FT- 
Raman 

– – 3134 υC11H27 (99) 
– – 3119 υC8H35 (95) 
– – 3093 υC5H25 (99) 
– – 3084 υC7H34 (92) 
– – 3074 υC10H33 (89) 
– – 3068 υC9H26 (88) 
– – 3062 υC13H31 (85) 
– – 3049 υC21H22 (91) 
– – 3048 υC11H27 (98) 
– – 3038 υC16H17 (89) 
– – 3031 υC16H17 (90) 
– 3014 3011 υC21H22 (89) 
– – 3001 υC13H30 (99) 
2985 – 2962 υC16H17 (98) 
– – 2953 υC1H14 (97) 
– – 2945 υC13H31 (14) + υC13H30 (86) 
2937 2938 2933 υC21H22 (95) 
– – 2916 υC1H14(98) 
1686 1691 1731 υO29C12(87) 
– 1666 1613 υC4C5(55) + βH23C21O20 (15) 
1590 1592 1574 υC3C8(53) + βC3C4C5 (13) 
1519 1523 1514 βH14C1H15 (36) 
– – 1498 βH14C1H15 (56) + βH17C16H19 (12) 
– – 1490 βH22C21H24 (78) 
– – 1480 βH14C1H15 (16) + βH17C16H19 (66) 
– – 1466 βH23C21H24 (68) 
– – 1464 βH18C16H19 (64) + βH23C21H24 (11) +

τH17C16C1O2(12) 
– – 1455 βH27C11H28 (27) 
– – 1454 βH30C13C12 (27) + Out C13H30C12H31(63) + Out 

C21H22C24H23(25) 
– – 1450 βH27C11H28 (29) + Out C21H22C24H23(37) 
– 1446 1445 βH30C13C32 (78) 
– – 1415 υC4C5(19) + βH27C11H28 (16) + βH25C5C4 (10) +

Out C21H22C24H23(10) 
– – 1403 Out C16H17H19H18(56) 
1391 1391 1395 υC4C5(10) + βH26C9C6 (24) + βH27C11H28 (12) 
– – 1374 βH15C1C16 (32) + βH18C16C1 (11) + Out 

C16H17H19H18(28) 
– 1355 1364 Out C13H31H32H30(75) 
– – 1334 βH26C9C6 (46) 
1311 1316 1301 υC3C8(45) 
1270 – 1274 υC5C6(17) + υO2C3(18) + υO20C4(12) +

βH15C1C16 (26) + τH14C1C16H19(28) +
τH17C16C1O2(15) 

1272 – 1273 βH15C1C16 (11) 
– – 1253 βH25C5C4 (56) 
1240 1232 1220 υO2C3(17) + βH23C21O20 (17) 
– – 1204 υC9C11(18) + υC10C11(15) + βH26C9C6 (12) 
– 1186 1181 βH23C21O20 (61) 
– – 1167 υC10C11(13) + υC12C13(15) + βH26C9C6 (13) +

βH31C9C6 (12) 
– – 1157 βH18C16H19 (14) + τH14C1C16H19(17) +

τH17C16C1O2(48) + τH19C16C1O2(10) 
1144 – 1146 υC6C9(13) + βH14C1H15 (12) 
– – 1140 βH23C21H24 (12) + Out C21H22C24H23(82) 
– 1133 1134 υC1C16(10) + βH18C16C1 (12) +

τH27C11C10C9(36) +
– – 1108 υC1C16(14) + βH18C16C1 (22) + βC10C12C13 (10) 

+ τH27C11C10C9(12) 
– – 1086 βH27C11C10 (34) + Out C10C11C12H33(36) +

τH27C11C10C9(11) 
– – 1051 τH27C11C10C9(78) 
– – 1043 υC1C16(64) 
1032 1033 1031 υC1C16(15) + υO20C21(17) 
– – 1028 βH30C13C12 (39) + Out C13C30C12H31(17) +

τC9C11C10C12(13) 
– – 1013 υO20C21(40) + βH26C9C6 (10) +

τH27C11C10C9(11) 

(continued on next page) 
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carbon atoms and the electrons of lone pair on oxygen, which also de-
termines the nature of carbonyl group [40]. In the AEMC molecule the 
frequency of the carbonyl stretching vibration is absorbed as a strong 
peak at 1691 cm− 1 (IR) and very strong peak at 1686 cm− 1(Raman) and 
DFT calculations give this mode at 1790 cm− 1. The high intensity of the 
C––O stretching vibrational mode indicates the presence of intra-
molecular charge transfer within the molecule, resulting in the bioac-
tivity of the molecule [41]. 

The bands caused by the ester C–O stretching vibration are intense 
(partly caused by C–C vibration) and are found in the range of 
1300–1100 cm− 1. The observed bands in IR at 1272 cm− 1, 1240 
cm− 1,1032 cm− 1and Raman at 1232 cm− 1,103 cm− 1 were assigned for 
C–O stretching vibration. C–OH bending is another form of vibration 
associated with carboxylic groups. Depending on the presence of 
monomer, dimer or other hydrogen-bonded species, they are expected to 
be found in 1150–1450 cm− 1 ranges [42]. The medium Raman band at 
1232 cm− 1, weak Raman bands at 1186 cm− 1,1133 cm− 1, 773 cm− 1 and 
medium IR band at 1240 cm− 1shows substantial O–H bending char-
acter which were generated from intermolecular hydrogen bonding 

interaction. 

4.6.4. C–C vibrations 
C–C stretching vibrations are predicted to be in the range of 650 to 

1100 cm− 1 and are not significantly affected by the composition of the 
substituted compound [43].The C–C stretching vibration of this com-
pound were observed at 1033 cm− 1, 918 cm− 1,850 cm− 1, 773 cm− 1 in 
FT-IR and 1144 cm− 1, 1032 cm− 1, 920 cm− 1,769 cm− 1in FT-Raman 
respectively. 

4.6.5. C–H vibrations 
It has been entrenched that a carbon-hydrogen (C–H) group is a 

hydrogen bond donor. Although the interactions between C–H…O are 
generally regarded as weak, they account for approximately 20–25 % of 
the total hydrogen bond number, making them the second most signif-
icant group [44].Observed C–H bands in plane bending for the title 
molecule are characterized by a high degree of sharpness; however, the 
intensity of the bands is weak to medium. The calculated scaled down 
frequencies 1395, 1273, 1220, 1146, 912, 769and 582 cm− 1at B3LYP 
were attributed to C–H in plane bending vibrations. Interestingly the 
recorded FT-Raman absorptions at 1393, 918, 773, 582 cm− 1 and FTIR 
absorptions at 1391, 1272, 1144, 769 cm− 1 attributed to C–H in plane 
bending vibrations relies satisfactorily on theoretical calculated values. 
A very weak band obtained in FT-Raman at 1355 cm− 1 is assigned to 
C–H out of plane bending vibrations. 

4.7. AIM 

AIM (Atoms in Molecules) is an interesting theory to illustrate mo-
lecular topology as it elucidates the bond critical points (BCPs) between 
adjacent atoms [45,46]. The bond critical points can be localized, 
allowing for the calculation of various properties at their respective 
positions in space. The most significant of these properties is the bond 
critical point charge density (ρBCP), which is the minimum charge 
density along the bond’s length. The properties of BCPs were obtained 
from the topological parameters like the kinetic energy densities G(r), 
electron density ρ(r), the eigenvalues (λ1, λ2, λ3), the λ1/ λ3 ratio, the 
Laplacian Δ2 ρ(r), the potential V(r) the total energy densities H(r) and 
the bond energy E. The electron density ρ(r) of hydrogen and its Lap-
lacians Δ2 ρ(r), can be used to measure the strength of hydrogen in-
teractions. Generally, the high values of Δ2 ρ(r) and ρ(r) indicate a high 
degree of interaction strength. Supplementary Figure 2 shows the opti-
mised AIM structure of AEMC. The ellipticity of the molecule calculated 
using AIM analysis is shown in supplementary table. 5. 

AIM results shows that the AEMC is characterized by two BCPs 
describing a C–O…H type hydrogen bonding interaction. At the 
hydrogen bond C12–O29…H30, the BCP has an electron density (0.4005 
a. u) and a Laplacian value (0.2342 a. u). This positive Laplacian value 
indicates the loss of electrons along the binding path. The energy of the 
hydrogen bond C–O…H has been determined by the correlation EHB =

V(rBCP)/2 as outlined by Espinosa et al. [47].AEMC has intramolecular 
hydrogen bond energy of − 18.46 kcal/mol between C12–O29…H30. 

4.8. Electron localization function (ELF) 

The Electron localization function (ELF) topological analysis is one of 
the most powerful tools for determining the probability of electron pair 
localisation. The Electron localization function is a measurement of the 
electron’s spatial location in relation to an electron of equivalent spin. It 
is used to map a pair of electrons and measure the spatial localization of 
the corresponding reference electron. [48]. It is an effective way to 
measure the number of electrons in the nucleus system [49].It also as-
sists in the identification of electron localization in multielectron sys-
tems. Supplementary Fig..3 displays a two-dimensional representation 
of the Electron Localization Function. The scale of the function ranges 
from 0.0 to 1.0. The colour codes are indicated by a red value for a high 

Table 2 (continued ) 

Wave Numbers Assignments with PED (>10 %) 
Experimental 
Values 

Scaled 
values 

FT- 
IR 

FT- 
Raman 

961 964 950 υC10C12(13) + υC10C11(10) + βH31C13C12 (33) 
– – 925 βH27C11C10 (11) + τH27C11C10C9(20) + Out 

C10C11C12H33(19) 
920 – 923 υC5C6(13) + υC12C13(13) 
– 918 912 υC1C16(33) + βH18C16C1 (11) 
– – 894 τH34C7C8H9(10) 
– 850 864 υC9C11(10) + τH25C5C6C9(17) +

τH27C11C10C9(16) 
– – 822 βH18C16C1 (10) + τH34C7C8H9(16) +

τH14C1O2C3(11) + τH18C16C1O2(20) 
– – 806 βC9C11C10(17) + τH34C7C6C9(41) 
769 773 767 υC10C12(19) + βH27C11C10 (14) 
– – 764 υO29C12(87) + υO2C3(13) + βC5C6C7(15) 
– – 713 τC5C4C3C8(46) 
– – 693 υC6C9(10) + βC6C7C8(30) 
627 620 635 τC5C6C7C8(43) 
– – 604 βC5C6C7(30) 
– 582 582 βH30C13C12 (10) + τC9C11C10C12(45) 
– – 576 υC12C13(24) + βC10C12C13 (48) 
– – 480 βC3C4O20 (13) + τC3C8C7C6(10) 
– – 466 βC3C4C5 (16) + τC3C8C7C6(17) 
– – 424 βC6C9C11 (21) + τC5C4C3O2(10) 
– – 410 βC10C12C13 (11) 
– – 352 βC10C12C13 (43) 
– – 330 βC10C12C13 (12) + βC4O20C21 (21) +

τC3C8C7C6(28) 
– – 313 βC3C4O20(16) + βC1O2C3 (13) 
– – 275 βC10C12C13 (18) + βC4O20C21 (16) +

τC5C4C3O2(15) 
– – 257 βC4C3C8(13) + βC3C4O20(11) + βC7C6C9(11) +

Out O29C10C13C12(11) 
– – 249 τH17C16C1O2(60) 
– – 203 βC9C10C12(23) + βC10C12C13 (12) 
– – 187 βC9C10C12(14) + τH24C21O20C4(24) 
– – 152 τH24C21O20C4(37) + Out O29C10C13C12(15) 
– – 145 τH24C21O20C4(37) + τC1O2C3C4(52) 
– – 135 βC1O2C3(12) + τH32C13C12O29(27) 
– – 127 τH32C13C12O29(63) 
– – 104 τC1O2C3C4(47) 
– – 102 τC1O2C3C4(41) + βC7C6C9(11) 
– – 82 τC1O2C3C4(17) + τC1O2C3C4(46) 
– – 65 τC3O2C1C16(62) 
– – 54 τC6C9C11C10(71) 
– – 37 τC1O2C3C4(41) + τC1O2C3C4(17) 
– – 22 τC7C6C9C11(74) 
– – 13 βC9C11C10(17) + τH34C7C6C9(41) 

ν-stretching, β – in plane bending, γ -out of plane bending, τ -torsion. 
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ELF value, a yellow to green colour for a medium ELF value, and a blue 
colour for a low ELF value. Higher levels of electron localisation in a 
specific region correspond to higher ELF, while lower ELF corresponds 
to lower levels of repulsion [50,51]. 

The region of depletion between the valence shell and inner shell are 
represented by a blue colour circle surrounding few carbon atoms close 
to oxygen atoms where lone pair formation can occur. Critical points and 
their trajectories, chemical bonds and chemically significant regions 
(reds and oranges) in the vicinity of hydrogen atoms provide a clear 
indication of the localized bonding, or non-bonding electrons repre-
sented by the colour red is shown in ELF map. This is where the electrons 
are located (high Fermi holes), so the covalent bond must exist at this 
point, where the lone pair of AEMC atoms is involved. 

4.9. Located orbital locator (LOL) 

Located orbital locator (LOL) is one of the most common electron 
localization descriptors used to describe molecular bonds, reactivities 
and chemical structures. LOL and ELF are similar in that they both 
depend on kinetic energy density [52].The LOL map is also simpler and 
clearer than the ELF map. In addition, ELF elucidates the electron pair 
density, and LOL demonstrates the highest localized orbitals that over-
lap due to the orbital’s gradient. Supplementary fig.4 illustrates a 
two-dimensional image of localized orbital locators (colour shaded and 
contour maps), with a scale range between 0.0 and 0.8. The distribution 
of localised orbital locators is derived from B3LYP/6–311++ G (d, p). 
Due to the overlapping of localized orbitals, the gradients of localized 
orbitals increase to the maximum value as indicated by red colour label 
in colour shade map. [53] 

In the LOL colour filled map, the core of hydrogen atom is indicated 
by a white colour, indicating that the bonds are influenced by a localized 
orbital (above the upper limit of 0.8).The blue colour circles indicate the 
impoverished region’s valence shell and the inner shells of the few 
carbon and oxygen atoms respectively. The green colour indicates the 
majority of the areas where the carbon and hydrogen atoms are cova-
lently bonded. 

4.10. Reduced density gradient (RDG) 

The Noncovalent Interactions Analysis (NCI) is a visualization tool to 
visualize the site in the molecule in which the non-covalent interactions 

occur in the physical space. In numerous chemical, biological, and 
physical phenomena, weak interactions are important. They have a wide 
range of application, including the storage of hydrogen for renewable 
energy sources [54]. The NCI index is based on the Reduced Density 
Gradient (RDG) and detailed in several research publications [55]. 
Additionally, it provides the most significant interaction data, such as 
Van der Waals, hydrogen bond, and steric relationships within the 
molecule [56]. RDG spikes that are significantly negative then, sign (λ2) 
ρ are the sign of attractive interactions (e.g. dipole and dipole in-
teractions, hydrogen bonding, etc.). If the value of sign(λ2) ρ is large and 
positive, the interaction occurs is non-bonding (steric effects).When the 
values are close to zero, it means that the interactions are very weak, i.e. 
van der Waals interactions (VdW) [57]. The strength of the bond can be 
determined from the sign (λ2) ρ of the molecule. For instance, the 
hydrogen bond has a density which is negative than the Van der Waals 
interaction, while for positive values, the repulsive zone will be 
observed. This allowed for the classification of the interactions and their 
strength. 

Scatter plot and reduced density gradient structure of AEMC is show 
in Fig. 6. In the title molecule Red spike indicates steric repulsion in the 
centre of phenyl ring in RDG isosurfaces. The red contour from 
0.01–0.02 au indicates the repulsive exchange contribution in the RDG 
scatter chart. This plot shows the steric repulsion between aromatic 
carbon atoms in the rings.The combination of red and green peaks in-
dicates the presence of a weak non-covalent interaction between H…H, 
which is also reflected in the RDG graph, where more green peaks are 
observed between the values of 0.005 and 0.010 and a.u. 

4.11. Nonlinear optical (NLO) effects 

Investigating the nonlinear optical properties of molecules is critical 
due to the core functions of frequency shifting, optical modulation, 
optical switching, optical logic, and optical memory for emerging 
technologies such as telecommunications, signal processing, and optical 
interconnections [58]. The total dipole moment (tot), linear polariz-
ability (ij), and first-order hyper polarizability (ijk) from the Gaussian 
output file have previously been published and discussed in detail 
[59–61]. The total molecular dipole moment (μ), linear polarizability 
(α), and the first-order hyper polarizability (β) were calculated by the 
B3LYP method with 6–311++G(d,p) basis sets to investigate the effect 
of basis sets on the NLO properties. DFT level is used to compute the 

Fig. 6. Reduced Density Gradient structure and scatter plot of the title molecule.  
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dipole moment of AEMC, Urea, and KDP. Supplementary Table 6 shows 
the dipole moment components of AEMC, Urea, and KDP, and the total 
dipole moment is found to be 1.315 Debye, 1.527 Debye, and 5.911 
Debye, respectively. The additional polarizability components (xy, xz, 
etc.) are not required to achieve the isotropic quantity. Supplementary 
Table 7 shows the polarizability components of AEMC, Urea, and KDP. 
The static polarizabilities of Urea, KDP, and AEMC are computed using 
the polarizability component and are found to be 22.29×10–23 e.s.u, 
5.04×10–24 e.s.u, and 7.28×10–24 e.s.u, respectively. The dynamic 
polarizabilities are 13.99×10–23 e.s.u, 6.30×10–24 e.s.u, and 
12.65×10–24 e.s.u, respectively. According to the foregoing results, the 
static and dynamic polarizability of AEMC material is greater than that 
of the NLO reference materials Urea and KDP. It confirms that heavy 
intramolecular charge transfer (ICT) improves their linear polarizability 
more than others. The presence of ICT contributes to an increase in the 
mean polarisation and also leads to an increase in the longitudinal 
polarisation of μxx. From these findings, it is inferred that strong charge 
transfer substitutions are good candidate for broad polarisation systems 
[62,63]. 

Supplementary Table 8 lists the 10 hyper polarizability components 
of AEMC, Urea, and KDP. At the DFT level, the first order hyper polar-
izability of Urea, KDP, and AEMC is calculated to be 2.184×10–29 e.s.u., 
0.78×10–30 e.s.u., and 7.390×10–30 e.s.u., respectively. When 
compared to Urea and KDP, the values for AEMC are high. The study also 
suggests that the amount of a molecule’s first hyper polarizability is 
dependent on the availability of a single Pair of nitrogen atom electrons 
to be conjugated with the Phenyl ring [64]. From the above result it 
confirms that the increase of polarizability increase the NLO activity of 
the molecule. The increase of polarizability is due to the increasing of 
charge transfer interaction inside the molecule, which leads the greater 
NLO activity of AEMC than Urea and KDP. The theoretical second order 
hyper polarizability was calculated using Gaussian 09 software. The 
components of second order hyper polarizability are given in Supple-
mentary Table 9. The calculated average second order hyper-
polarizability of AEMC, Urea and KDP are found to be 32.22×10–39 e.s. 
u, 7.301×10–39 e.s.u and 8.937×10–39 e.s.u respectively. 

4.13 S. harmonic generation (SHG) test 

In order to confirm nonlinear optical (NLO) property, microcrystal-
line form of 4DS was packed and placed between two transparent glass 
slides (sample cell). A fundamental laser beam of 1064 nm from a Nd: 
YAG laser was made to fall on the sample cell and Second Harmonic 
Generation (SHG) was confirmed by emission of green light (λ=532 
nm). The green output (532 nm) was collected by a photomultiplier tube 
and finally measured on the storage oscilloscope (CRO) as output 
voltage. Output signal of 7.36 mV is obtained for the titled compound 
while the urea and KDP is 3.5 mV and 15 mV respectively. It is 
concluded that title compound is 0.49 times greater than that of refer-
ence KDP and 2.01 times of Urea. Output SHG intensities of Urea, KDP, 
AEMC and the comparative SHG outputs are given in Supplementary 
Table 10 

5. Conclusion 

In this work, for the first time, quantum computation and spectro-
scopic vibrational analysis was performed on the title compound. NBO 
analysis determined the interactions between donors and acceptors, as 
well as the stability of the AEMC compound. Stability of the compound is 
also shown by the AIM analysis. The analysis of the Mulliken population 
and the mapping of Molecular Electrostatic Potentials (MEP) provided a 
more comprehensive picture of the chemical active areas. ELF and LOL 
evaluated the electron distribution and localization of the title com-
pounds on the surface. Colour-coded plot RDG iso surface indicated the 
strength of the interactions that result in the structural stability of the 
molecule. FMOs analysis indicates the density of delocalized electrons 

within the molecule and it shows the higher reactivity of the molecule. 
NLO property of the title compound is confirmed by the increased 
polarizability of the molecule. As a result the material demonstrated 
good non-linear optical behaviour and could be used for NLO devices, 
according to the calculated first order hyper polarizability. 
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Abstract: The characteristics of the solar wind, such as the magnetic field and plasma velocity, are 

dependent on the sunspot activity cycle overall. One of the most significant indicators for determining the 

sun's overall activity levels is the sunspot cycle. In the plot, we examine solar wind measurements made 

during solar cycle 25's rising phase and contrast them with comparable information from cycles 24 before. 

To determine the association between solar wind plasma properties and sunspots, information collected by 

the ACE and STEREO A spacecraft and NOAA (National Oceanic and Atmospheric Administration) was 

utilised. Analysis was done on the solar wind details during the 24 and 25 solar increasing activity phases, 

including sunspot, magnetic field, temperature, density, and wind speed. Many correlations between 

different features of the sunspot cycle have been discovered. A softer form of the solar wind emerges from 

the corona during solar minimum due to the Sun's low activity. 

Keywords: sunspot,  magnetic field, proton density,  speed,  temperature 

 

 

1. Introduction 

One of the primary objectives of space study is to understand the solar wind (SW), which is created 

when the heated solar corona expands into the interplanetary medium. On the one hand, research on the solar 

wind helps us comprehend the characteristics of the solar atmosphere and the mechanisms behind its plasma 

outflow  [1-2]. It is essential to consider the solar magnetic field and how it interacts with plasma properties 

when elucidating specific reactions in the solar atmosphere. The magnetic field within the sun is produced by 

the solar dynamo process [3]. In the solar atmosphere, this expression is seen as a range of events [4-5]. An 

important component that sheds light on solar corona dynamics is the shift in profile of density and temperature 

during the solar cycle. The changes in temperature, emission, and density are caused by the solar magnetic 

field's structure evolving. Density changes with both solar and interplanetary sources are seen in solar wind data 

at 1 AU across a wide variety of time periods. The largest scale fluctuations show the wind's solar origin: high 

densities are found in the sluggish flow from the area of the streamer belt, while low densities are found in the 

rapid flow from coronal holes [6]. The quantity and area of sunspots produced during a sunspot cycle serve as 

indicators of its intensity. Trends in the average features of individual sunspots during a sunspot cycle or 

between succeeding sunspot cycles have been hard to find, despite the fact that the quantity of sunspots varies 

significantly from one cycle to the next, suggesting an intrinsic variability in the mechanism that creates 

sunspots. Additionally, we may anticipate that at a cycle's maximum rather than its rising or descending phase, 

stronger, larger sunspots would emerge more frequently [7]. The border between rising chromospheric 

temperature and falling density is marked by the transition area. Similarly, rising temperature and falling density 

are observed through the solar corona. Solar wind velocity (V) multiplied by magnetic field (B), or V * B, is the 

most significant indicator of the degree of solar wind connection with the terrestrial atmosphere and 

magnetosphere [8]. The solar cycle is one of the most important indicators of the sun's overall activity. Radars, 
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high-frequency signals, radio transmissions, ground power lines, spaceflights, the geospace environment, and 

life on Earth are all significantly impacted by solar activity [9]. For this reason, predicting solar activity is 

essential to both comprehending the solar activity process and safeguarding contemporary systems. 

Due to the interdependence between solar wind characteristics, this work has evaluated many solar 

wind and sunspot parameters, including temperature, density, magnetic field, and wind velocity. Several 

parameters change in this case: magnetic field, proton density, temperature, and speed of the solar wind. 

 

2. Data Analysis 

For the current investigation, these two rising eras were taken into consideration. The spacecraft's ACE 

and STEREO A provided the daily averaged parameters of the solar wind values, while NOAA provided the 

sunspot data. In the study, measurements of the sunspot and solar wind parameters during the ascending phase 

of 24 and 25 solar cycles were obtained. In mid-2008, the solar cycle 24 started, and it concluded in 2019, and 

the ascending phase relates to the end of 2011–2013. Solar cycle 25 began in December 2019 and is still going 

on, with the ascending phase spanning from 2020 to 2022. For the current investigation, these two rising eras 

were taken into consideration. The spacecraft's ACE and STEREO A provided the daily averaged values of the 

solar wind parameters, while NOAA provided the sunspot data. The Solar Wind Electron, Proton, and Alpha 

Monitor (SWEPAM) instrument for ACE and the Solar Wind Experiment (SWE) instrument for STEREO A 

studied the speed, temperature, and density of the solar wind. The Sun-Earth Connection Coronal and 

Heliospheric Investigation (SECCHI) sensors, the magnetometer (MAG), and the STEREO/WAVES (SWAVES) 

instruments provided the magnetic field data for ACE. IMPACT will offer the regional magnetic field and 

plasma parameters of solar energetic particles. PLASTIC will offer plasma characteristics for protons, alpha 

particles, and large ions in the solar wind. 

 

3. The Relation Between Solar Wind Parameters 

Changes in temperature and density profiles over the solar cycle are substantial and provide an 

understanding of the dynamics of the solar corona. A velocity vs. temperature graph for the 24 and 25 solar 

ascending phases is shown in Figure 1. The solar wind temperature and velocity as noticed by the ACE (red) and 

STEREO A (green) spacecrafts are shown in the graphic. Solar wind speeds vary throughout the rising phase of 

the solar cycle due to the sun's increasingly distorted magnetic field. These figures also show that the solar wind 

velocity stays between 400 and 600 km/s for most of the data set. During solar cycle 24, the highest recorded 

speed was 1200 km/s at a temperature of 300,000 K. At a temperature of 400000K, the solar cycle 25 achieved 

its maximum velocity of 750 km/s. Since the particle speed and temperature of the solar wind are related, 

temperature changes should be observed in parallel with variations in solar wind speed. It is often noticed that a 

stream moving at a very rapid speed has relatively high temperatures; slower streams are typically cooler. [10] 

concluded that the solar wind's acceleration near the sun is related to temperature fluctuations caused by the 

stream's growth in the interplanetary medium. The component event on the sun's surface caused the huge 

amplitude of the solar wind's temperature and speed in Figure 1. It is believed that this stream of particles is 

extremely tenuous due to its rapid and high temperature. 
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Fig 1: solar wind velocity Vs .temperature for 24 and 25 solar cycle ascending phase 

  

For the rising phase of solar cycles 24 and 25, the density versus velocity charts is displayed in Figure 

2. While most of the highest densities were seen at lower velocities, the combined plot of the density vs. 

velocity values for the observation time showed an increase in the extreme values of density over the velocity 

range. The increased density was caused by the lower velocity streams' faster journey, which packed the 

particles within. The square root of the medium's density and velocity are negatively correlated. This implies a 

reduction in velocity with an increase in density. The greatest densities, which range from 300 km/s to 500 km/s, 

are observed for most data series during the ascending portion of solar cycles 24 and 25. Since the results of 

tomographical density measurements reveal a very narrow belt of high-density (low-speed) streamers during the 

solar minimum and because the belt's small latitudinal meanderings permit regions of extremely low density to 

stretch from the poles to the equator, there is a periodic presence of very high-speed solar wind streams that 

originate from polar coronal holes close to the equator [11-12]. Due to the increasing quantity of high-velocity 

streams leaving the solar surface during the solar rising phase, the density values are abnormally low. The 

particles spread out at very fast speeds, making the stream extremely flimsy. 

 

 

Fig 2: solar wind density Vs. velocity for 24 and 25 solar cycle ascending phase 
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Thus, it is widely recognised that higher solar wind velocities originate from lower-density areas of the 

corona and vice versa [13-14]. A spacecraft experiences a decrease in density as its velocity increase. [15-16] the 

quick solar wind is characterised by less density, smaller charge state ratios, and greater proton temperatures 

when compared to the slow solar wind. 

 

 

Fig 3: solar wind density Vs. temperature for 24 and 25 solar cycle ascending phase 

  

The solar wind's temperature and velocity both affect its particle density. The magnetic field is linked to 

the temperature and density profiles. The density vs. temperature graph for stages 24 and 25 of the solar 

ascending process is displayed in Figure 3. The values on the density axis in this instance increase to 24 p/cm 3 

for solar cycle ascending phase 24  and to 35 p/cm 3 for solar cycle ascending phase 25. In solar cycle 25, the 

temperature axis moved to 600,000 K, while in cycle 24, it reached up to 400,000 K. Because of a greater rate of 

density, higher temperatures result in a decrease in pressure across the solar cycle. As solar activity increases, 

temperatures rise somewhat and density decreases. The link between temperature and density is obviously 

inverse,  with rising temperatures resulting in declining densities. Because of the higher solar wind density in 

both solar ascending phases, a lower temperature profile was observed. Where the lines of magnetic field are 

open as well as the solar wind is free to circulate, these are known as coronal holes in the sun. The temperatures 

are lower and the concentrations are lower in these locations. The temperature and density patterns are 

significantly dependent on the intensity of the magnetic field since the density  distribution is directly 

proportional to the magnetic field while the temperature profiles are inversely proportional [17]. During solar 

cycle 25, as opposed to cycle 24, greater values in the density profiles are more common. 

 

Fig 4: solar wind density Vs. magneticfield for 24 and 25 solar cycle ascending phase 
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 Density was lowest at higher magnetic field strengths, and vice versa. Peak magnetic field values were 

recorded during both solar cycles, with density falling between 15 n T and 20 n T. While density varies sharply, 

no event lasts long enough to generate several hours in a row with extremely high or low density values. The 

regions with higher density values in the areas with lower magnetic fields are shown in the figure 4. A passing 

CME can be identified by its typical reduction in density. There is an active region connected to these places. 

Structures like coronal mass ejections (CMEs) and solar flares, which originate on the solar surface, produce 

large-scale changes in the density of the solar wind [18]. The density variations' distribution, which coronal 

holes are likely to influence, is thus linked to the activity of the sun's magnetic field. 

 

 

  Fig 5: sun wind magneticfield Vs. temperature for 24 and 25 solar cycle ascending phase 

  

Plots of the magnetic field vs. temperature for the 24 and 25 ascending phases are displayed in Figure 

5. In both cycles, the solar wind was dispersed disorderly for greater levels of magnetic field and temperature 

and tightly distributed for lower values. The magnetic fields were stronger in the 24 solar cycles when the 

maximum was seen for the same temperature range in two solar cycles. In both solar ascending phases, its 

magnetic field weakened as the temperature of the sun wind rose. MCs have plasma values much lower because 

of the powerful magnetic field and low proton temperatures. 

 

 

  Fig 6: solar wind magneticfield Vs. velocity for 24 and 25 solar cycle ascending phase 
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The magnetism of the sun becomes more and more distorted throughout the rising part of the solar 

cycle, which causes variations in solar wind speed. A depiction of the solar wind magnetic field against velocity 

for the ascending periods of solar cycles 24 and 25 is presented in Figure 6. The greatest magnetic field of 35 nT 

was reported during solar cycle 24, and just one magnetic field was observed after 1000 km/s. The greatest 

magnetic field of 20 n T was reported during solar cycle 25. The maximum magnetic field that may be produced 

is 400–600 km/h. Lower-speed streams in the solar cycle flow at the rate at which the particles inside them 

compress and cause a drop in solar activity. Interplanetary disturbances were most likely unconnected to 

changes in velocity and magnetic fields. Consequently, [19] found that at times of low solar activity, there is a 

strong connection between the radial and vertical components of the magnetic field that exists between planets 

and that indicates the relationship coefficient relies on both mean magnetic field directions. 

 

4.   The Relationship Between Sunspot And Solar Wind Characteristics In The Solar Wind Rising Phase 

 On the surface of the sun, activity varies in tandem with changes in magnetic fields. Sunspot counts are 

one method of monitoring the solar cycle. A solar lowest number of sunspots on the solar, marks the start of a 

solar cycle. Both solar activity and the number of sunspots increase with time. We examine charts showing 

sunspot numbers in relation to several solar wind characteristics that the spacecraft measured.  

 

 

  Fig 7: Solar wind temperature Vs .sunspot number in 24 and 25 solar ascending 

  

A plot of the sunspot number against speed for the minimum-year solar cycle 24 and another plot for 

the solar cycle 25 are shown in Figure 7. The graph depicts the spread rates of the solar cycle 24 and the more 

condensed values of the solar cycle 25. On both the vertical and horizontal axes, the values are more dispersed. 

The sunspot numbers during solar cycles 24 and 25 ranged from 10 to 140 and 1 to 120, respectively. 125000K 

was the hottest temperature recorded throughout both cycles. The temperatures increased because more sunspots 

produced more energy. According to Brooks and Warren (2012)[20], the figure illustrates that active area 

outflows have high coronal temperatures. Additionally, [21] have shown that these outflows have open field 

lines that let plasma slip into the heliosphere. 
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  Fig 8: Solar wind density Vs .sunspot number in 24 and 25 solar ascending 

  

A composite plot of particle density vs. sunspot number for the ascending phase is shown in Figure 8. 

Values on the vertical and horizontal axes are spread more equally during the solar minimum. For solar cycles 

24 and 25, respectively, the range is 1 to 6 and 1 to 9 p/cm3. The greatest density occurrences recorded by the 

STEREO A satellite were both solar cycles 24 and 25. Given that the magnetic field and the density profile are 

proportionate. [17] noted that the density profiles correspond to the sunspot movement over the solar cycle, 

along with  fluctuations in the magnetic field.  The density of particles rises in colder, slower-moving streams, 

whereas it decreases in hotter, faster-moving streams. According to [22] the solar wind's maximum temperatures 

and speeds really happen during the cycle's dropping phase, whereas its maximum densities happen during its 

rising phase. Between 1 and 75 au, there is a strong agreement between the theoretical and measured solar wind 

densities, which decline with increasing heliocentric distance [23]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 9: Solar wind velocity Vs .sunspot number in 24 and 25 solar ascending 
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Fig 10: Solar wind magnetic field Vs sunspot number in 24 and 25 solar ascending. 

  

The dynamics of the sun's outer layer are significantly impacted by the fluctuation of the magnetic 

field, which is measured by a variety of solar metrics, including the sunspot number, frequency of CME 

occurrences, solar wind plasma temperature, and solar wind speed. Figure 10 depicts the sun during the start of 

solar cycles 24 and 25, when it is quite calm and has fewer sunspots and solar activity. The magnetic field in 24 

SC had a vertical range of around 7 nT during the solar ascending phase, while the magnetic field in 25 SC had 

a vertical range of about 8 nT. The magnetic field progressively rises with the number of sunspots throughout 

the rising phase. At the beginning of the rising phase, the magnetic field showed predictable fluctuations with 

the sunspot number. Low activity during the first part of solar cycles 24 and 25 was seen. The magnetic field is 

weak, and the sunspot region is modest right now. Here, the sunspot movement and area are at their highest, and 

the magnetic field is strongest. The relative sunspot number correlates with an increase in the solar magnetic 

field's strength. However, when the sunspot grows during the latter portion of the rising phase, the magnetic 

field weakens. The intensity of the solar cycle is established by the quantity, darkness, and field strength of 

sunspots, according to [24]. Because of how powerful these magnetic fields are, some of the sun's heat is 

prevented from rising to the surface. 

 In comparison to the parameters in the solar cycle 25 ascending, all of the parameters in the solar cycle 

24 ascending were significantly smaller in quantity and magnitude, including solar wind velocity, temperature, 

density, magnetic field, and sunspot number. This is most likely caused by the 24 solar cycles' weaknesses. 

According to [25], solar cycle 24 is incredibly feeble, as shown by sunspot numbers, and little solar activity is 

seen on the Sun during this rising period of the solar cycle. In terms of disturbances seen in the heliosphere and 

on the solar surface, Cycle 24 is shown to be weaker than Cycle 23 [26-27]. 

 

5. Conclusion 

 Variations in the sun's surface activity lead to differences in the solar wind produced around the corona. 

The solar wind characteristics during the 24th and 25th solar ascending phases were obtained by cross-analysing 

the interdependence of solar wind parameters and sunspots. ACE and STEREO spacecraft observed similar 

types of variations in solar wind parameters in the 24 and 25 solar ascending phases. In comparison to the solar 

wind parameters in the ascending phase of solar cycle 25, the parameters related to solar wind, including 

temperature, density, magnetic field, and velocity, exhibited lower levels of activity in solar cycle 24. The 

smaller activity was due to the weak solar cycle. Owing to the density profile's proportionality to the magnetic 

field, variations in the magnetic field are associated with the sunspot trend observed during the solar cycle. 

 The characteristics of solar wind speed, magnetic field, density, temperature, and sunspot number did 

not depend on each other when compared to the data recorded by the 24 solar ascending phases. The traits 

shown in the 25 solar ascending were more numerous than those in the 24 solar ascending, suggesting that the 

24 solar cycle is weaker. Along with the charge exchange rates of interstellar neutral species within the 

heliosphere, the solar wind representation depicts the development of solar wind density and speed. A weak 
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cycle with few sunspots and little solar activity is predicted for the 24th solar cycle. A low quantity of sunspots 

was found in the equatorial area, where the number was uniformly distributed during the ascending phase. When 

comparing solar cycles 24 and 25, the total magnetic activity of cycle 24 was less. 
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Abstract. This paper analyzes the Three events of Solar Parameters and Interplanetary
Coronal Mass Ejections in the maximum phase of Solar Cycle 24 and focuses on the magnetic
activity of interplanetary coronal mass ejection during the solar cycle 24. We investigate the
magnetic field magnitude (B), Proton temperature (Tp), Proton density (Np). From this
study, we find the highest peak of IP (Interplanetary) shocks on disk center MC (Magnetic
cloud) events during the solar cycle 24 and also we investigate the magnetic activity of the
solar cycle. In this study, we find that the ACE spacecraft shows the fastest coronal mass
ejection and highest interplanetary shock wave on solar cycle 24. It is important to note that
extreme events can happen at any time during a cycle. In solar cycle 24, from July 13, 2012
to July 15, 2012 largest storm occurred because the magnetic field was -52nT and linear
speed was 1500 km s−1 observed.

Key words: Interplanetary Coronal Mass Ejection, Magnetic activity, Magnetic cloud, IP
shocks

Introduction

The Sun is the main source of heat and light in the solar system. The number
of sunspots that can be seen on the Sun’s surface varies over the duration of an
11-year solar cycle. Along with other factors, it has something to do with the
solar cycle, magnetic field, coronal mass ejections, solar outbursts and radio
emission.

The large amount of ionized plasma that can come out of the upper atmo-
sphere of the Sun is called a Coronal Mass Ejection (CME). CMEs are very
important events for the Sun. The view of the White-light corona graph field
is different and extremely bright, showing that the CME was moving away on
the timescale of minutes to hours (Munro et al., 1979).

The CME comes from corona of the Sun. The fastest mode shocks speed
up the charged particles and also produce very powerful geomagnetic storm.
The most energetic phenomenon in the heliosphere are interplanetary coronal
mass ejections (ICMEs) and is detected in the corona graph. This presents an
overview of the observational features of ICMEs in respect to the normal solar
wind and their ancestor CMEs.

We looked at how the speed of the CMEs, which propel the shocks to-
wards the Sun and into the IP medium, affected the IP shocks mentioned
by Gopalswamy et al. (2010). We discover that SC/SIs were responsible for
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nearly 91 percentage of IP shocks. The CMEs connected to sudden commence-
ment(SCs) and sudden impulses(SIs) have an average speed of 1015 km s−1.
This is roughly double the speed of a conventional CME.

It is well known that CMEs, which are large-scale structures, are connected
to coronal slow/fast streamers, coronal gaps, and other CMEs. Advanced ra-
dio emission, particle acceleration, solar wind bulk flow speed, proton density,
CME deflection, and proton temperature are a few of these interactions’ promi-
nent consequences. CMEs can deviate from the Sun-Earth axis and still strike
the planet. The Sun-Earth line may finally be struck by CMEs that have been
diverted, resulting in powerful geomagnetic storms.

The CMEs are made up of two occurrences: halo and partial halo events
with a width larger than 120◦. Because of how they appear in corona graph
photos during the solar cycle’s maximum and rising phases, these CMEs oc-
curred throughout the solar cycle’s rising and maximum phases, which lasted
from 2009 to 2019. Because of how they appear in corona graph photos, coro-
nal mass ejections directed at Earth are referred to as ”halo events”. The Sun
looks to be being enriched by the growing cloud of an Earth-directed CME,
which is encircling our star. CMEs with a halo have an apparent angular width
of 360 degrees. In contrast to limb halos, which have an apparent angular width
between 45◦and 90◦, CMEs have an apparent angular width between 120◦and
360◦.

Based on data from the Advanced Composition Explorer (ACE) space-
craft (Richardson & Cane, 2010) and numerous thorough ICME catalogues,
measurements are provided. It is impossible to analyse ICMEs using a sin-
gle, entirely objective method (Huttunen et al., 2005), hence some subjective
judgments may influence how ICMEs are detected and how accurately their
boundaries are specified. Chi (2016) found that despite some variances, the
results of the RC and Chi catalogues are comparable.

To carry out our current studies, first ICMEs in the background solar wind
must be identified according to a number of criteria, such as increased magnetic
field strength, smoothly changing field direction, low proton temperature, etc.
(Zurbuchen & Richardson, 2006; Wu & Lepping, 2011; Song & Yao, 2020).
Then, each ejecta should be given an MC. The progressive change in field
direction is the characteristic of MCs that is most noticeable. Here, in order to
separate the concerns of ICME identification and statistics and to narrow the
emphasis of our investigation, we decided to use the ICME catalogue offered
by the specialists in this field instead of recognising the events ourselves.

Magnetic clouds are huge interplanetary flux ropes that grow as they travel
through the solar wind from the Sun. We look at how in situ data and magnetic
cloud models, which are represented as cylindrical shape magnetic flux ropes
with expansion, correspond. We continue our earlier investigation of the Rise,
Maximum, and Declining phases of solar cycle 24 in this paper. Because each
ICME is located nearer to the disk’s core, both the Data section and the Data
Analysis Method were assessed.
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1 Data Selection and Method of Analysis

The data used in this study are taken from ACE. The IP CMEs and Magnetic
clouds we examined are listed at the below link4. Richardson & Cane (2010)
and the MCs of cycle 24 published before (Gopalswamy et al., 2008; Lepping
et al., 2015) are used. We use proton temperature and magnetic field data from
the ACE’ MAG-SWEPAM level 64-sec averages5. For each ICME, there is a
corresponding CME observed by the Large Angle and Spectrometric Corona-
graph (LASCO) (Brueckner et al., 1995) on board the Solar and Heliospheric
Observatory (SOHO) mission.

2 Result and Discussion

2.1 Magnetic cloud during solar cycle 24

Table 1. Number of Magnetic cloud during 24th solar cycle

Year MC count

2008 04
2009 12
2010 17
2011 36
2012 44
2013 35
2014 24
2015 03
2016 18
2017 12
2018 11
2019 10

SOHO has recorded 255 MCs during Solar Cycle 24. We began with the MC
events that were reported between December 2008 and December 2019. Due
to the Sun’s low activity and small range of CMEs, Solar Cycle 24, 2008, only
saw four CMEs. Due to the Sun’s activity being higher than other occurrences
in solar cycle 24 in 2012, 44 MCs were detected by the LASCO sensor on board
SOHO. The MCs with the highest speed and largest overall magnitudes in this
solar cycle are located nearer to the centre of the solar disc, which makes little
sense when hyphenated across lines.

2.2 ICME Identification for Selected Event

Gopalswamy (2010) used the following data to identify the MCs in charge of
IP shocks: (Stone et al., 1998) employed the ACE’s magnetic field magnitude

4 www.srl.caltech.edu/ACE/ASC/DATA/ level3/icmetable2.htm
5 www.srl.caltech.edu/ACE/ ASC/level2/lvl2DATAMAG− SWEPAM.html
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Table 2. Disk center MC Events during the three phases of solar cycle 24

Phase Shock MC

Date Time(UT) Start time(UT) Duration(h)

Rising phase 07/02/10 1425 07/1800 28
12/02/10 0413 02/0800 19
07/03/11 1542 06/0900 45
05/06/11 0052 05/0200 17
05/08/11 1920 05/0500 09
09/09/11 1216 10/0300 26
26/09/11 1308 26/2000 31
25/10/11 0904 24/2200 18
29/11/11 0256 29/0000 08
29/11/12 0412 29/2200 15

Maximum phase 17/06/12 0120 16/2300 08
15/07/12 0720 15/0600 13
03/09/12 1156 04/1100 45
07/03/13 0740 17/1000 15
02/10/13 0420 02/2300 09
08/10/13 0216 09/0900 23
09/11/13 6504 08/2200 39
08/12/13 0216 08/0100 09
16/02/14 0400 16/0500 33
06/04/14 0212 05/2200 11
20/08/14 1104 19/1600 31
12/09/14 1812 12/2200 37
23/12/14 1045 22/0400 28
17/03/15 1336 17/1300 13
20/09/15 1536 21/0800 16

Declining phase 19/07/16 0700 19/1500 08
24/07/16 1500 25/1600 25
12/10/16 2212 13/0600 08
08/09/17 1100 10/2100 38
30/06/18 2000 02/1000 14
16/05/19 2100 18/0800 11

(B) and its Y and Z components (By, Bz), solar wind bulk flow speed (V),
proton temperature (Tp), and proton density (Np) data in GSE coordinates.

The relationship between ICMEs and the associated CMEs detected by
SOHO/LASCO was made by looking at all CMEs that took place during a
window of 0.5 to 5 days prior to the shock arrival time at 1 AU (Gopalswamy,
2010).

Figures 2, 3, and 4 each depict one instance of an ICME being driven
by shock: an MC on July 15, 2012, at 07:20 UTC. The MC event took place
during the decline stage. Whether the ICME signal is present or not, it is clear
that the Tp is high in the sheath region between the shock and the start of the
ejecta (this region is typical of all shocks). Remember that the Tp depression
and the bulk of the other traits persist past the designated MC period, which
may suggest that there were one or more non-MCs following the first MC.
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Fig. 1. Number of magnetic cloud during 2008-2019, X-axis indicates year and Y-axis indi-
cates Number of MC. The data is taken from ACE. The Red grid line indicates the large
number of MCs.

There are typically a few small variances in the identification of ICME limits
by different authors, although these differences only last a few hours.

CME’s heliospheric equivalents are ICMEs. When they are seen on corona
graphs, CMEs are sometimes referred to as ICMEs. In Table 2, the first column
shows the three phases data of solar cycle 24 and the three phases are rising
phase, maximum phase and declining phase. The second column and the third
column shows the IP shock occurring date and time. The time is denoted in
Universal time. Fourth and fifth column shows the MC start time and duration
and in Table 3, the first column shows the three phases data of solar cycle 24.
Second and third column shows the CME event starting time in Universal time
and duration. Fourth column shows the CME speed in kilometre per second.
The fifth column shows the Measurement position angle (MPA). In this Table
we take three important ICME and MC events, on that day the solar wind
emitted from the Sun’s outer atmosphere was very fast, so we have the giant
magnetic flux rope, therefore IP shock reaches the high peak and also a more
active MC was occurred.

2.3 ICME and MC event on 15 July 2012

The ICME shock’s surface location is S17 W08, and it lasted from July 14 at
17:00 through July 17 at 5:00.The most favourable Magnetic cloud occurred on
July 15, 2012, between 19:00 and 06:00 UT. The shock on July 15, 2012, was
another instance of an extremely geo-powerful shock happening inside a CME
(Liu et al., 2014). According to the radiation belt estimations from the Van
Allen Tests, there has been a significant decrease in the velocity of energetic
particles in the external radiation belt.

The magnetic activity of the 23rd solar cycle was greater than the 24th
solar cycle at the time of observation, according to Tripathy et al. (2015). As
a result, the number of CMEs was higher than during the 24th solar cycle.
Despite a 40 percentage reduction in sunspot numbers, Gopalswamy et al.
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Fig. 2. ICME observed by ACE following the IP shock on 15 July 2012.

Fig. 3. ICME observed by ACE following the IP shock on 08 Oct. 2013.
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Table 3. Disk center MC Events during the three phases of solar cycle 24

Phase CME

Date Time(UT) V(km s−1) MPA(deg)

Rising phase 02/07 0354 421 113
02/12 1342 509 44
03/07 2000 2125 313
06/05 2205 2425 300
08/05 0412 1315 298
09/09 2305 575 300
09/26 1248 1915 78
10/25 1200 570 54
11/29 1400 455 100
11/29 1312 1064 134

Maximum phase 06/17 1412 987 144
07/15 0624 873 329
09/03 0400 538 90
03/07 0712 1063 112
10/02 0709 964 110
10/08 1443 567 10
11/09 1700 532 253
12/08 0736 1085 274
02/16 1000 634 227
04/06 2312 514 115
08/20 1112 600 359
09/12 1800 1267 175
12/23 1212 669 189
03/17 0148 719 240
09/20 1812 1239 219

Declining phase 07/19 0312 331 291
07/19 1325 607 357
10/12 0224 179 38
09/08 1200 1385 72
06/30 1248 185 261
05/16 0912 305 79

(2015) observed that the rate of halo CMEs has increased during cycle 24
compared to cycle 23. It is crucial to remember that extraordinary occurrences
can occur on 15 July 2012, with a magnetic field of -52nT and a speed of 1500
km s−1, as a result of the greatest storm of solar cycle 24, which struck from
13 to 15 July 2012.

During the event, the magnetic field (Bz) is amplified and rotates smoothly.
The blue vertical faint lines represent the magnetic clouds, and the orange
vertical solid lines show the shock’s arrival time at 1 AU. The ejecta were
positioned at the conclusion of the study to allow for the measurement of
the ICME interval. Two examples of ICMEs that induce shocks are shown in
Fig. 2: on June 15, 2012, at 6:00 UT, an MC. The Tp depression is our main
determinant of the ICME limitations. There are only two hours between our
end time and the time of this report. It’s intriguing to observe that most of the
indications were present on June 15, 2012, up until about 6:00 UT, indicating



M. S. Dhaiya et al.

Fig. 4. Example of an ICME observed by ACE following the IP shock on 20 August 2014.

that further ejecta occurred after this MC event. For disk-centre events, the
number of MCs is lowest during the rising phase and highest during solar
maximum. The enhanced solar activity during solar maximum is the direct
cause of this. A thorough examination of the five disk-centre CMEs linked to
the solar origins of IP shock was provided by Gopalswamy 2010.

The entire magnetic field, Bx, which is roughly depicted in Fig. 2, abruptly
spikes during the leading shock, which is how you can identify it. The in
situ measurements and the computer operate essentially simultaneously. The
peak values of velocity, total magnetic field, temperature, and density are
remarkably close to the genuine values during the peak time. A rough estimate
of the shocks passage time of 48 hours is also provided.

A decrease in magnetic field and a lower than expected proton temper-
ature are indicators of the presence of the ICME magnetic cloud (Cane &
Richardson, 1995, 2003). As it gets colder, the magnetic cloud starts to form.
The magnetic cloud started on July 15, 2012, at 6:00 UT, according to this
graph. The maximum plasma temperature that has been recorded throughout
the time period under consideration is known as the maximum temperature.
When the solar wind enters the heliosphere at a radial velocity faster than the
solar wind it is going through, the solar wind is compressed on the leading edge
of an ICME. The temperature increase during this compression is probably
due to temperature gains along the leading edge of the ICME, which rely on
the proton density and magnetic field (Light et al., 2020).

2.4 The Shock arrival time at 1 AU on 15 July 2012

Based on in-situ measurements, the shock’s arrival time at 1 AU is shown
by the blue-vertical solid lines (Mostl et al., 2014; Hess & Zhang, 2014). On
July 14, at 17:24 UT, a shock and sheath area arrive at 1 AU simultaneously.
The sheath region ended on July 15 at about 06:00 UT, and a magnetic cloud
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started (Mostl et al., 2014). The shock arrival time from the simulation was
only a little over an hour sooner than the data.

2.5 ICME and MC event on 08 Oct 2013

The ICME shock’s surface position is S15 W12, and it occurred between 20:20
on October 8 and 00:00 on October 11.Between 0:00 and 24:00 on October 8,
2013, the magnetic cloud was more active. On October 8, 2013, the IP Shock
occurred, causing the MC value to increase to a new peak. There aren’t many
active locations during solar minimum, and the filament disappearances take
place around the equator. It has also been demonstrated that CMEs that are
in close proximity to the solar minimum are frequently directed equatorially
by the rapid solar wind flow that originates from huge pole coronal holes
(Cremades & Bothmer, 2004). This shows that the majority of solar minimum
CMEs, which have an MC structure, intersect the axis of the Earth. The
majority of filament eruptions that take place at high latitudes during the solar
optimum are either completely undeflected or mistakenly directed towards the
poles (Cremades & Bothmer, 2004).

The magnetic field (Bz) is strengthened and rotates smoothly during the
event. The magnetic clouds are depicted by the blue vertical faint lines, while
the orange vertical solid lines indicate when the interplanetary shock will ar-
rive. The list includes shocks generated by either MC shocks or IP shocks be-
tween December 2008 and December 2019. Each ICME’s corresponding CME
is monitored by the LASCO instrument on board the SOHO mission. The
collected ICMEs are listed in Table 1 (MCs). Using information from Gopal-
swamy (2010), we divide the list of ICMEs in the declining phase into MCs.

MCs, which are among the most often used examples of ICMEs, are de-
fined as ICMEs when the field intensity is high and the proton density and
magnetic field are low mentioned by Bothmer & Schwenn (1998) and Sheeley
et al. (1985). According to this diagram, interplanetary shocks start when the
proton temperature starts to rise because as it does, so do the proton den-
sity and magnetic field. The IP Shock Event begins in this graph on October
7, 2013, at 20:24 UT. Ahead of them, shocks may be produced by ICMEs
with sufficiently high proton temperatures in comparison to the background
solar wind. Individual signatures, however, might not always be recognised
in ICMEs (Cane & Richardson, 2003). An ICME may contain multiple sig-
natures, but it does not mean that they are all coincident. When compared
to other signatures, such as proton temperature depressions, some signs have
been recorded comparatively infrequently (Cane & Richardson, 1995, 2003).

2.6 ICME and MC event on 20 August 2014

The surface position of the ICME shock in August 2014 was S17 W10, and it
occurred between August 19 and August 21, both at 7:00 am. A long magnetic
cloud lifetime is noticed on August 20, 2014. The results are a 440 km s−1 (nine
hours) and 16:30 UT (August 20, 2014) ICME appearance time and speed at
1 AU. IP Shock’s high peak first emerged on August 20, 2014. Activities for
ICME and MC on August 20, 2014. ICME and MC activities on August 20,
2014. The more active MC and IP shock on August 20, 2014, are depicted in
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this graph. The data for the magnetic field Bx, By, Bz, proton density Nalpha,
and proton temperature Tp used in this graph were obtained from the ACE
satellite. The IP shock occurs between August 19 at 11 o’clock and August
21, 2014. The IP shock can be seen as an orange line. One of the biggest shock
peaks has occurred in solar cycle 24. The magnetic field (Bz) is strengthened
and rotates smoothly during the event. The magnetic cloud’s arrival time is
shown by the blue vertical faint lines and the IP shocks by the orange vertical
solid lines. The largest peak occurred during the Sun’s maximum phase, when
it is at its most active. As the sun’s temperature rises, its activity rises as
well. If the Sun is more active, the proton temperature increases, the IP shock
intensifies, and on August 20, 2014, when this particular event is moving at
a speed of 860 to 960 km s−1, a more active and long-lasting MC forms. The
wider CMEs in a slower background solar wind (McComas et al., 2013) may
be subject to more drag in the IP medium, resulting in a slower MC speed at
1 AU, which is one explanation. In cycle 24, there are also fewer MCs that are
shock drivers.

This graph depicts the MC that existed between August 18 and August
22, 2014. The proton temperature is quickly falling during that time. Since
solar wind plasma and magnetic field data have been easily accessible since
the dawn of the space age, the low solar wind proton temperature zones are
suitable starting points for an ICME list for this ACE mission. We utilise
the criterion of abnormally low proton temperature as the major ICME iden-
tification signature since we are interested in detecting all sorts of ICMEs
(Richardson & Cane, 1993).

Conclusion

This article presents an in-depth analysis of the solar parameters, CMEs, and
ICMEs that happened from 2008 to 2019. The 24th solar cycle’s declining
phase took place between 2016 and 2019, its ascending phase between 2012
and 2015, and its ascending and maximum phases between 2009 and 2012.
Between the end of 2012 and the beginning of 2013, Solar Cycle 24 reached
its highest peak.

There are 208 ICME events in total and 255 MCs in the current work. We
have looked into the interactions between CMEs and MCs and IP shocks as
they are observed by the LASCO instruments on board the SOHO spacecraft.
The ICME catalogue is produced using a different methodology than other
catalogues.

According to the study’s analysis of current data, the 23rd solar cycle’s
CME number is higher than the 24th solar cycle’s. The MC event happened
during the Maximum period. As evidenced by two geomagnetic storms, the
determined shock, and the MC, CMEs usually involve two subsequent colli-
sions. Here, we report two cases where two successive impacts were blended
into one, leading to a particularly unpleasant geomagnetic effect on an aver-
age strength driver. This kind of driver (consistent, increasing Bz) combines
the traits of shocks and CMEs. The shock on July 15, 2012, had a number
of ICME and shock features, as well as IP conditions. This result raises the
possibility that fluctuations in the ICME’s magnetic field with respect to the
observer at 1 AU may be to blame for variations in the structure that have
been observed between MC occurrences.
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A B S T R A C T   

A systematic spectroscopic investigationof 1-acethyl-2(4-isopropoxy-3-methoxyphenyl) cyclo-
propanewasperformed by utilizing Density functional theory approaches at B3LYP level usingGaussian 09 W 
software package. The FT-IR and FT-Raman techniques were utilized to assign the spectral properties of the title 
compound. On the basis of Natural Bond Orbital (NBO) analysis,the transfer of second order perturbation en-
ergies and ElectronDensity (ED) from filled lone pairs of Lewis base to unfilled Lewis acid sites wereanalysed. The 
chemical stability,distribution of energy and energetic behaviour of the compound were calculated from the 
Highest Occupied and Lowest Unoccupied Molecular Orbital (HOMO-LUMO) Analysis. The nucleophilic and 
electrophilic locales of the moleculewas perceived by the Molecular electrostatic potential (MEP). NCI investi-
gation gives data around the inter and intra non covalent interlinkages. By using the Multiwavefunction software 
the topological analysis of ELF and LOL were performed. The chemical reactivity sites were determined by means 
of the fukui function. The assignments of vibrational spectra were computed using thevibration energy distri-
bution analysis (VEDA). Drug similarityfactors were intended to understand the biological aspects. Vadar soft-
ware was used to generate the Ramachandran plot. The bioactivity of the title compound was confirmed fromthe 
molecular docking studies.   

Introduction 

Cyclopropane derivatives are fascinatingcompounds for theoretical 
studies because of their similarity to biological species [1]. The bio-
logical and pharmaceutical properties of cyclopropane and its de-
rivatives have recently acquired prominence due to their notable 
antimicrobial activities [2]. Cyclopropane ring systems are present in 
several natural products, pesticides and medicamentaldrug candidates 

as they are omnipresent in nature. Recent studies had proved that the 
cyclopropane analogues showed various biological executionslike 
anti-HIV, anticancer, antibacterial, antifungal, antiviral, antitumor, 
COX-II inhibitory properties [3]. 

The acethyl group is sometimes referred to as a fraction, incorpo-
ratedby a methyl group linked to a carbonyl group. The carbonyl group 
is made up of a carbon atom and an oxygen atomdoubly bonded with 
each other. Studies had proved that the presence of acethyl group makes 
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the drug’s effects more intense and increases the effectiveness of a given 
dose [4]. 

Numerous natural,organic, synthetic and chemical substances 
contain phenyl groups [5]. Similar to all other aromatic compounds, 
phenyl groups are significantly more stable than aliphatic (non-aro-
matic) groups. The unique characteristics of molecular orbitals in aro-
matic form are responsible for this enhanced stability [6]. Phenyl groups 
has pharmacological qualities and is utilised as an anti-inflammatory, 
analgesic, choleretic, etc. [7]. 

The emergence of swift computers accompanied by advanced 
computational techniques has simplified the obligation of resolving 
numerous chemical and structural issues [8]. Ab initio DFT estimations 
had transformed into a useful method for predicting biological complex 
molecular structure, harmonic force fields, vibrational wavenumbers, 
and FT-IR &Raman activities. ground state [9]. 

This study used the DFT calculation approach to determine the most 
stable structure.Currently, the ab-initio community recognises the den-
sity functional theory (DFT) approach as a reliable post-HF strategy for 
estimating molecular characteristics [10]. DFT assists in attaining a 
suitable balance between computational duration and result accuracy 
[11]. Specifically, using DFT methods for polyatomic compounds results 
in more precise molecular structure predictionsand vibrational wave-
numbers than the conventional operations [12]. 

In the present study, the title compound, 1-acethyl-2(4-isopropoxy- 
3-methoxyphenyl) cyclopropane(AMC) have been investigated using 
B3LYP calculations with 6- 311++G(d,p) basis set. A comprehensive 
investigation of the literature reveals that there hasn’t been any in-depth 
empirical and conceptual research on the title compound until now. 

The Redistribution of electron density (ED) in different bonding, 
antibonding, and E(2) energies is computed using the natural bond 
orbital (NBO) approach. Frontier molecular orbital (FMO) energies are 
accustomed to examine the electronic characteristics of the title com-
pound [13]. Topology analyses were obtained from Multiwfn software 
which is a wave function analyser software. 

Fukui parameters and chemical response descriptors were used to 
study the reactivity of molecules and the majority of reactive sites [14]. 
Molecular docking analysis is a practical and efficient computational 
technique for anticipating a ligand’s binding mechanismand propensity 
for proteins [15]. Molecular docking was performed using pyrx and 
pymol software. 

Materials and methods 

The titled compound 1-acethyl-2(4-isopropoxy-3-methoxyphenyl) 
cyclopropanewas purchased from Sigma-Aldrich with a 99 percent pu-
rity level. It was utilized without being processed further. Using a 

PERKIN ELMER FTIR spectrometer in discharge mode and KBr pellet 
method, the Fourier Transform Infrared spectrum of the substance under 
investigation in the solid phase was acquired at 1.0 cm− 1 resolution 
within the 4000–450 cm− 1 range. Also, FT-IR and FT-Raman spectra 
were theoretically calculated using the DFT software. 

Computational details 

The use of computational chemistry as a tool for designing and 
developing organic pharmaceuticals has greatly increased with the 
emergence of density functional theory (DFT).The Gaussian 09 W soft-
ware package was employed to complete computational calculations 
utilising B3LYP correction with the 6–311G++ (d, p) basis set [16]. The 
basic sets B3LYP 6- 311++G (d, p) was augmented by a ‘d’ polarization 
function for heavy atoms and ‘p’ polarisation for hydrogen atoms [17]. 
Bond length, bond angle, and dihedral angles were determined as well 
using the DFT-B3LYP level with the 6–311++G(d,p) basis set. 
Donor-acceptor interactions in natural bond orbitals (NBO) have been 
determined using a secondary order Fock matrix,by employing NBO 
version 3.1 which is launched in the Gaussian 09 W package [18]. The 
molecular structure was visualised with the help of Gauss View 5.0.8 
software. Multiwfn 3.7 software was employed to carry out AIM, Elec-
tron Localization Function (ELF), Localized Orbital Locator (LOL), fukui 
and Non-Covalent Interaction (NCI) analysis [19]. Open Babel, Py Rx 
and Pymolsoftwares were used to perform the molecular docking 
studies.Potential Energy Distribution (PED) Analysis was performed 
with the aid of the VEDA software conceptualised by Jamroz [20]. 
Volume Area Dihedral Angle Reporter, or VADAR, is an extensive web 
server for quantitative analysis of protein structures [21]. It was used to 
generate the Ramachandran plot. 

Results and discussion 

Molecular geometry 

Molecular geometry refers to the spatial arrangement of atoms 
contained in a molecule.Molecular geometry offers crucial insights into 
the overall shape of the molecule, as well as key geometric variables 
such as bond lengths, bond angles, torsional angles, and the positions of 
individual atoms. Molecular geometry has a profound impact on various 
properties of compounds like its reactivity, orientation, the state of 
matter, hue, magnetism and biological functions [21]. 

The title compound, 1-acethyl-2(4-isopropoxy-3-methoxyphenyl) 
cyclopropane(AMC), is a cyclopropanecompound with specific sub-
stituents. This compound is characterized by the presence of three 
distinct groups: acethyl, isopropoxy, and methoxyphenyl.Before doing a 

Fig. 1. Optimized molecular structure of 1-acethyl-2(4-isopropoxy-3‑methoxy phenyl) cyclopropane.  

D.P.L. Renj et al.                                                                                                                                                                                                                                
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straight away geometry optimization, a conformational analysis has to 
be carried out. The most stable conformer must be subjected to geometry 
optimization. Here, the conformational analysis is performed using PES 
scan method. The minimum energy conformation is used for the ge-
ometry optimization. 

The idealised arrangement of the compound AMC was produced with 
the aid of Gaussian09 software is shown in Fig. 1. The optimal structural 
variables such as bond lengths, bond angles and dihedral angles calcu-
lated by the Becke,3-parameter, Lee-Yang-Parr method DFT–B3LYP 
level with the 6–311++G(d,p) basis set are displayed in Supplementary 
Table 1. The sequence of atom numbering used in Fig. 1 is followed to 
label the atoms in the table [22]. 

The AMC compound comprised of 15 Carbon atoms, 3 Oxygen atoms 
and 20 Hydrogen atoms having Carbon-Carbon, Carbon-Oxygen and 
Carbon-Hydrogen bonds. Based on the derivedvalues, the bond lengths 
of C–C atoms within the phenyl ring are discovered to be close around 
1.4 A◦ (C4–C5, C5–C6, C6–C7, C7–C8) which signifies the indistinctness of 
the single bond as well as the double bond due to the π electron 
conjugation [23]. 

The slight increase in the bond length of the C–C atoms from 1.4 A◦ to 
1.49 A◦ in the cyclopropane ring (C7–C10, C10–C11, C12–C13) is due to the 
heavy substitution of hydrogen atoms around cyclopropane ring. The 
increase in the bond length of the C–C atoms from 1.4 A◦ to 1.52 A◦

(C1–C2, C2–C19, C10–C12, C13–C14) is due to the impact of neighbouring 
hydrogen atoms. 

The C–H bonds in the isopropoxy and acethyl groups are found to be 
1.09 Å, which indicate that there is no difference in electronic distri-
bution in these groups [24]. The CH bonds in the phenyl group is found 
to be unaffected due to these substitutions. The slight change in the bond 
length of the C10–H29(1.0846 A◦), C11–H35(1.0834 A◦), C11–H36(1.0833 
A◦), C12–H30(1.0839 A◦) atoms is due to the cyclopropane ring structure. 

The decrease in length of the bond of C13–O31 (1.2169A◦)atoms 

shows the presence of double bond within the carbon and oxygen atoms. 
The increase in the bond length from 1.23 A◦ to 1.36 A◦ (O3 – C4, C5 – 
O23) is because of the consequences of double bonded atoms in the ring 
arrangement. 

The bond angle lowers as the dimension of the central atom rises, and 
improves when the dimension of the ligand atom increases [25]. 
Endocyclic C–C-C bond angles in the phenyl ring have been estimated 
to be about 120.0◦, with a little reductionin C4 – C5 – C6 (119.8263◦),C6– 
C7 – C8 (119.8807◦)and small increases in C7 – C8 – C9(121.9772◦), C5– 
C6 – C7 (121.6839◦)are witnessed as a result of ring substitution that 
does not share electrons. 

The bond angle of C12 – C13 – O31 (121.6882◦) is greater than C12 – 
C13 – C14 (116.4218◦) which shows that the oxygen being more elec-
tronegative than carbon atom [26]. The isopropoxy and acethyl group 
bond angles are in the range 110◦ because of the positive hydrogen 
atoms. The decrease in the exocyclic bond angles of the phenyl ring is 
due to the repulsion between the atoms. 

The hyperconjugation (n→σ*) between the lone-pair electrons of the 
O23 atom and the cyclopropane group contracts the internal bond angle 
of C10–C12–C13 (117◦).The torsional angles of the phenyl ring (C4 – C5 – 
C6 – C7, C4 – C5 – C6 – H28, C5 – C6 – C7 – C8, C5 – C6 – C7 – C10, C7 – C8 – 
C9 – H38, H37 – C8 – C9 – C4, C6 – C7 – C8 – C9) of AMC compound is planar 
which indicates that no twisting occurs within the phenyl ring and 
substituted groups [27].The torsional angles of H15 – C1 – C2 – 
H18(− 178.626◦), C5 – O23 – C24 – H26 (− 179.5801◦)and C1 – C2 – O3 – C4 
(− 165.3647◦) shows folded conformations of the molecule [28]. 

Natural bond orbital (NBO) analysis 

Natural bond orbital (NBO) assessment is a powerful aid in the field 
of computational chemistry that can derive a molecule’s precise Lewis 
structure. It is performed using Non-Binding Organization (NBO) 5.0 
Program.It allows for the identification and quantification of the finest 
feasible proportion of electron density throughout an orbital. It is a 
sensitive instrument for internal and intermolecular interaction analysis 
by taking into account of all the potential interactions between full 
donor orbitals and empty acceptor orbitals [29]. 

The E(2) value plays a crucial role in characterizing the degree to 
which the electron donors interact with the acceptors.It provides valu-
able insights onto the degree of conjugation in a molecular system.As the 
E(2) value becomes larger, the electron donor-electron acceptor inter-
action becomes more intense [30]. 

For each of the donor NBOs (i) and the acceptor NBOs (j), the elec-
tron delocalization stabilization E(2) between the donor and the acceptor 
is approximated to be 

E(2) =
qi
(
Fi,j
)2

∈j − ∈i 

Where, qi = orbital occupancy, εi = diagonal element, εj = off di-
agonal element, Fi,j= off diagonal NBO Fock matrix element [31]. The 
result of NBO analysis of the title compound analysed with the aid ofthe 
GAUSSIAN 09 software is summarized in Table 1. 

The overlapping of orbitals between the π(C–C) and π*(C–C) bonds 
produce the intra-molecular hyper-conjugation which results in the 
transfer of intramolecular charges and stability of the compound [32]. In 
the title compound, the hyper-conjugative interactions of π(C4 – C9)→ π* 
(C5 – C6), π(C4 – C9) → π*(C7 – C8), π(C5 – C6)→ π*(C4 – C9),π(C5 – C6)→ 
π*(C7 – C8),π(C7 – C8) →π*(C4 – C9),π(C7 – C8) →π*(C5 – C6) are found to 
be 20.07, 18.89, 20.49, 21.49 and 19.99 kcal/mol, respectively. Strong 
electron delocalization is observed at conjugated bonds ED at π bonds 
and π* bonds in the phenyl ring, leading to the energy stabilisation. 

Contributions from other interactions σ→σ* were also observed. 
Furthermore, the creation of other bonds that result in the stable crystal 
structure of all compounds is greatly influenced by these interactions 
[33]. Also, the stabilisation of the compound is greatly aided by the 

Table 1 
Second order perturbation theory analysis of Fock matrix in NBO basis of 1- 
acethyl-2(4-isopropoxy-3‑methoxy phenyl) cyclopropane.  

Donor 
(i) 

ED Acceptor 
(j) 

ED E (2) Kcal/ 
mol 

E(j) –E 
(i) 
a.u 

F(i, j) 
a.u 

πC4 – C9 1.67317 π*C5 – C6 0.36620 20.07 0.29 0.069 
πC4 – C9 1.67317 π*C7 – C8 0.37292 18.89 0.30 0.068 
πC5 – C6 1.67931 π*C4 – C9 0.37999 19.33 0.29 0.067 
πC5 – C6 1.67931 π*C7 – C8 0.37292 20.49 0.30 0.070 
πC7 – C8 1.65615 π*C4 – C9 0.37999 21.49 0.27 0.06 
πC7 – C8 1.65615 π*C5 – C6 0.36620 19.99 0.28 0.067 
σC14 – 

H32 

1.97111 π*C13 – 
O31 

0.13240 5.00 0.54 0.047 

LP(1)O3 1.95345 σ*C4 – C9 0.02860 6.27 1.07 0.073 
LP(2)O3 1.90031 σ*C2 – H19 0.02232 5.73 0.74 0.059 
LP(2)O3 1.90031 π*C4 – C9 0.37999 12.02 0.38 0.065 
LP(1) 

O23 

1.95231 σ*C4 – C5 0.04445 6.10 1.04 0.071 

LP(2) 
O23 

1.90676 π*C5 – C6 0.36620 9.37 0.39 0.058 

LP(2) 
O23 

1.90676 σ*C24 – 
H25 

0.01810 5.69 0.74 0.059 

LP(2) 
O31 

1.88807 σ*C12 – 
C13 

0.06597 19.20 0.69 0.104 

LP(2) 
O31 

1.88807 σ*C13 – 
C14 

0.05457 20.21 0.65 0.104 

σC10 – 
C12 

1.89000 σ*C11 – 
C12 

0.03255 6.41 0.84 0.067 

σC10 – 
C12 

1.89000 π*C13 – 
O31 

0.13240 5.23 0.54 0.048 

σC11 – 
C12 

1.97782 σ*C10 – 
C11 

0.03075 5.33 0.89 0.062 

σC11 – 
C12 

1.97782 σ*C10 – 
C12 

0.04948 6.85 0.84 0.068 

π*C4 – 
C9 

0.39416 π*C7 – C8 0.37292 291.24 0.01 0.081  
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interlinkage of the electron lone pair on the oxygen atoms. It is evident 
by the hyper-conjugative interactions of LP(2) O3 →π*(C4 – C9), LP(1) 
O23→ σ *(C4 – C5) and LP(2) O23→ π*(C5 – C6). 

Mulliken atomic chargesand natural population analysis 

Mulliken population analysis is a widely used technique in theoret-
ical chemistry to compute Mulliken atomic charges. This analysis assists 
inunderstanding the distribution of electron concentration within a 
molecule and provides insights into the reactivity and chemical behav-
iour of atoms [34]. It enables the analysis and prediction of various 
molecular properties, including the dipole moment, polarizability, 
electronic structure, and so on [35]. 

The reactive behaviour of numerous chemical systems can be deci-
phered and predicted using the Mulliken Population Method in both 
electrophilic and nucleophilic reactions [36]. InAMC compound, the 
carbon atoms in the cyclopropane ring structure (C10 and C12) and 
attached to the oxygen atom O31 are positive, whereas other carbon 
atoms remain negative. As the oxygen atoms are electronegative, they 
possess negative mulliken atomic charges (O3 = − 0.0521; O23 =

− 0.116752; O31 = − 0.289791) and acts as donor atoms. 
Mulliken atomic charge obtained shows that H29(0.276953) atom 

has acquired a higher positive atomic charge relative to the other carbon 
atoms, oxygen atoms and hydrogen atoms due to more negatively 
charged neighbouring atoms.Furthermore, all hydrogen atoms have 
positive charges and serve as acceptor atoms. The carbon atoms in 
benzene rings are negative as they share the electrons within the ring 
equally due to conjugation [37]. 

The natural population analysis (NPA) of an organic compound 
shows the distribution of electrons in various atomic orbital subshells 
[38]. One of the key advantages of Natural population Analysis over 
Mulliken population is that it can detect reactive sites as well as other 
molecular interactions (including charge transfer) by treating natural 
bond orbitals instead of treating all orbitals and being affected by basis 
sets [39]. 

The calculated values of Mulliken charge distribution and natural 

population Analysis of individual atom by NBO method utilizing the 
GAUSSIAN 09 software B3LYP/6–311++ G(d,p) basis set are tabulated 
in Supplementary Table 2. The visual representation of Mulliken atomic 
charges and Natural population analysis is shown in Supplementary 
Fig. 1. 

According to the electrostatic perspective, more electro positivity 
atoms are able to absorb electrons, and more electronegativity atoms 
can readily give electrons. In the title compound, carbon (C13) atom has 
the more electropositive charge and oxygen atom (O31) has the more 
electronegative charge. This is due to the donation and acceptance of 
electrons between those atoms. 

The natural energies of the AMC compound focused on the sub-shells 
implies that: 

Core: 35.98547 (99.9597 % of 36) 
Valence: 97.64575 99.6385 % of 98) 
Rydberg: 0.36878 (0.2752 % of 134) 

Frontier molecular orbital analysis 

One of the finest chemical stability hypotheses is the FMOs theory 
using HOMO and LUMO [40]. HOMO is the maximum occupied mo-
lecular orbital whereas, LUMO is the minimum occupied molecular 
orbital. The energy of the LUMO and HOMO molecules, along with their 
energy gap, indicate the molecule’s chemical function and stability [41]. 

The title compound’s LUMO and HOMO orbitals exhibit an even 
distribution of electron density, potentially leading to more interactive 
characteristics [42]. The HOMO and LUMO energies offer details on the 
distribution of energy and energetic behaviour. The EHOMO and ELUMO 
values having negative magnitude gives the stability of compounds [43]. 

The HOMO and LUMO energy describe the possibility of donating an 
electron and receiving an electron.The higher the HOMO energy, the 
more reactive the molecule is in the electrophilic reactions while the 
lower the LUMO energy is for the molecular reactions with nucleophile 
[44]. The energy difference between the HOMO and LUMO is the 
HOMO–LUMO gap also called the energy gap. It also symbolises the 
molecule’s biological activity. 

Fig. 2. HOMO-LUMO plot of 1-acethyl-2(4-isopropoxy-3‑methoxy phenyl) cyclopropane.  
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The HOMO-LUMO energies of AMC compound was − 8.4071 eV and 
− 4.5115 eV, respectively. The energy gap was found to be 3.8956 eV. 
The HOMO cloud is focused on the phenyl ring and methoxy group, with 
limited coverage for isopropoxy and cyclopropane groups. Similarly, the 
LUMO cloud concentrates on phenyl ring, cyclopropane, and acethyl 
group.The graphical representations of HOMO and LUMO are presented 
in Fig. 2. 

Molecules with a large HOMO - LUMO gap are characterized as hard 
molecules, small molecules, and highly non-polarizable. Similarly, 
molecules with a small HOMO - LUMO gap are characterized as soft 
molecules, large molecules, and highly polarizable [45]. A small 
HOMO-LUMO gap is associated with anti-aromaticity, whereas a large 
gap depicts a high level of molecular stability and a low level of chemical 
reactivity. [46]. 

Global reactivity descriptors 

In DFT the commonly used global reactivity parameters are Elec-
tronegativity(χ), electrophilicity index(ω), hardness (η), softness (S) etc. 
Recently, reactivity quantities were established to provide a concise 
review of harmful contaminants and their selectivity at the location. A 
compound’s molecular stability is determined by its hardness and flex-
ibility, which are dependable indicators of chemical stability. 

The chemical hardness parameter(η) is helpful in understanding how 
the chemical systems behave.Electro negativity refers to an atom’s 
tendency to strongly entice electrons to form covalent bonds with it(χ). 
The term chemical potential(µ) refers to the escaping tendency of elec-
trons. The higher the electronic chemical potential, the more unstable or 
reactive the compound is [47]. 

Ionization Potential (Ip) is the amount of time it took to liberate an 
electron from the molecular system and convert it into a positively- 
charged gas ion. Electron affinity (EA) is defined as the rate of energy 
evolved when electrons are added to a neutral gas atom to convert it into 
a negatively charged gas ion [48]. For a molecular system, the global 
softness (S) is the reciprocal of the global hardness (ɳ) [49]. 

Global hardness is a measure of the electron distribution resistance of 
a group of nuclei and electrons [50]. Electrophilicity is used as a 
structural depicter for chemical reactivity analysis of molecules.It’s a 
measure of how likely a species is to accept the electrons. If the value of 
(ω) is low then the compound is nucleophile, similarly a high value of (ω) 
gives good electrophile [51]. The compound’s Global Reactivity 
descriptorsare listed in Table 2. 

For the title compound, the electrophilicity index(ω) is calculated as 
9.7131. The higher electrophilicity index value, indicates that it can act 
as an electrophilic species and has a greater ability to bind to bio-
molecules [52]. The Global hardness (η) and Chemical potential (µ) 
values are calculated as 1.9478 and − 6.1513, respectively. The title 
compound is a soft compound with strong polarizability, as indicated by 
the lower global hardness value and high negative chemical potential 
[53]. 

Molecular electrostatic potential 

Molecular electrostatic potential (MEP) is a map of the electrostatic 
potential on a constant electron density surface [54]. It is primarily used 
for site prediction and electrophilic/nucleophilic reactivity prediction. It 
is also usedin the prediction of biological signals and molecular in-
teractions. [55]. Intermolecular interactions cause the negative atom’s 
electrostatic potential to diminish and the positive area of the other 
atom to become less positive [56]. 

Different hues represent different electrostatic potential levels. Red 
and green shades indicate the least electrostatic potential, caused by a 
large concentration of electrons, which attracts the proton.While the 
highest electrostatic potential is revealed by the blue regionsdue to 
proton repulsion in locations with low electron density and partial 
shielding of the nuclear charge [57]. DFT calculations employing the 
optimised structure with B3LYP/6–31G+(d,p) basis set was utilised to 
estimate the MEP surface analysis of AMC compound. The MEP map is 
shown in the Fig. 3. 

The range in which the title compound has its colour code is of 
− 5.369e− 2 to +5.369e− 2.Oxygen atoms are more electronegative in the 
title compound as indicated by the red colour and is prone to the 
nucleophilic attack. Similarly, the blue colour regions indicate the 
electrophilic attack.The title molecule’s interactions and active sites 
indicate the compound’s biological activity. 

Non covalent interaction (NCI) analysis 

The non-covalent interactions sites in actual space are graphically 
visualised using the NCI analysis approach. A distinction was made 
between hydrogen bonding, Van der Waals interaction, and steric 
repulsion interactions with the aid of NCI approach [58]. Johnson et al. 
examined theRDG techniques along with real spatial weak interactions 
based on electron densities and their derivatives [59]. The RDG function 

Table 2 
Global Reactivity descriptors of 11-acethyl-2(4-isopropoxy-3‑methoxy phenyl) 
cyclopropane.  

Molecular Properties Mathematical Description Energy(eV) 

EHOMO Energy of HOMO − 8.4071 
ELUMO Energy of LUMO − 4.5115 
Energy Gap ΔEg = EHOMO − ELUMO 3.8956 
Ionization Potential (IP) IP = − EHOMO 8.4071 
Electron Affinity (EA) EA= − ELUMO 4.5115 
Electronegativity (χ) χ = − 1/2(ELUMO + EHOMO) 6.1513 
Chemical potential (μ) μ = 1/2(ELUMO + EHOMO) − 6.1513 
Global Hardness (η) η = 1/2(ELUMO − EHOMO) 1.9478 
Softness (S) S = 1/2η 0.2566 
Electrophilicity index (ω) ω = μ2/2η 9.7131  

Fig. 3. Molecular electrostatic potential map of 1-acethyl-2(4-isopropoxy-3‑methoxy phenyl) cyclopropane.  
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can be written as 

RDG =
1

2(3π2)
1/3

∇ρ(r)
ρ(r)4/3  

where ρ(r) denotes the electron density [60]. Multiwfnsoftware and 
VMDprogram were used to calculate the results.Gnuplot software was 
used to plot the RDG graph. Thegradient isosurfaces and RDG coloured 
scatter graph were shown in the Fig. 4. 

The NCI plot is calculated by plotting the RDG (reduced density 
gradient) against the sign of λ2 (eigenvalues of the electron density of 
the Hessian matrix) multiplied by the density,ρ [61]. The nature of 
interaction is predicted from (sign λ2)ρ value. The value of (sign λ2)ρfor 

a repulsive interaction is greater than 0 [(sign λ2)ρ > 0] and it is denoted 
by red colour. For Vander Waals interaction the value of (sign λ2)ρ is 
equal to 0 [(sign λ2)ρ = 0] and it is denoted by green colour. For 
hydrogen bonding the value of (sign λ2)ρ is less than 0 [(sign λ2)ρ < 0] 
and it is denoted by blue colour [62]. 

For the title compound, the red coloured interactions in the RDG 
isosurface map depicts the steric influence in the range of (0.01–0.05) a. 
u. Similarly, the blue and green colour interactions show the hydrogen 
bonding (− 0.05 a.u. to − 0.02 a.u.) and Vander Waals effect (− 0.02 a.u. 
to 0.01) respectively.RDG isosurfaces exhibit a red spike indicating 
steric repulsion in the middle of the phenyl ring. The existence of the 
combined red and green peaks suggests a modest non-covalent inter-
action between the bonds. 

Electron localization function (ELF) and localized orbital locator (LOL) 
analysis 

The topological analysis of ELF and LOL were performed by the 
Multiwfn software. The Electron localization function (ELF) was used 
with the relief map and the LOL maps were utilised to carry out surface 
analysis based on covalent bonding [63]. Each atom’s electron envi-
ronment was outlined by a relief map with a large or small peak area. 
These raise the prospect of discovering an electron pair on the molecular 
surface [64]. 

Colour codes represent ELF values as red for high, yellow to green for 
medium, and blue for low [65]. Increased electron localization in a 
location result in increased ELF, while lower ELF leads to reduced 
repulsion [66]. The reds and oranges hues, critical locations, trajec-
tories, chemical bonds, and chemically relevant regionsnear hydrogen 
atoms in the ELF map depicts localised bonding or non-bonding 
electrons. 

ELF and LOL share the same chemical conflict due to their reliance on 
kinetic energy density. However, ELF is derived from the electron pair 
density. LOL merely displays the gradient of localized orbitals, and is 
utilised when localized orbits overlap [67]. The bonded and non-bonded 
electrons represented in the ELF and LOLcolour shade map for the title 
compound is given in Fig. 5. 

The ELF map is formed between the values of 0.0 and 1.0. The LOL 
earns greater values > 0.5 in regions where electron density is domi-
nated by electron localization [68]. The delocalized electron domainis of 
the range below 0.5. The delocalized electron cloud around carbon 

Fig. 4. (a) Reduced Density Gradient scatter plot of 1-acethyl-2(4-isopropoxy- 
3‑methoxy phenyl) cyclopropane. (b) Reduced Density Gradient structure of 1- 
acethyl-2(4-isopropoxy-3‑methoxy phenyl) cyclopropane. 

Fig. 5. (a) Colour filled map for ELF. (b) Colour filled map for LOL.  
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atoms is shown by the blue coloured regions. In the LOL plot, electron 
density in the centre of the few hydrogen atoms is greater than the limit 
of the colour scale as indicated by the white colour. 

AIM analysis 

The types of distinct interactions in various molecular systems have 
been studied in detail using the atoms in molecules theory (AIM). Also, 
the concept of Hydrogen bonding is effectively explained by the AIM 
theory [69].The bond critical points can be localised to calculate attri-
butes at specific positions in space. 

The chemical bonds and strength between atoms are recognised 
using the Bond critical point (BCP),which is the minimal charge density 
over the bond’s strength [70]. Topological metrics such as kinetic en-
ergy densities (G(r), electron density (ρ(r),Laplacian Δ2 ρ(r), potential V 
(r), total energy density H(r), and bond energy Ewere used to determine 
BCP characteristics.The calculated values of electron density, Laplacian 
values and ellipticity are tabulated in Supplementary Table 3. Supple-
mentary Figure 2 shows the AIM analysis in pictorial form. 

Rozas et al. reported that there are three sorts of interactions: (i) for 
strong H-bonds (ρ∇2) < 0; H < 0 and covalent in nature, (ii) for medium 
H-bonds (ρ∇2) > 0; H<0 and partially covalent in nature and (iii) for 
weak H bonds (ρ∇2) > 0; H>0 and electrostatic in nature, where 
ρ∇2denotes the Laplacian of electron density and H denotes the total 
electron energy density [71]. The negative values of (ρ∇2) shows the 
covalent bond interactions between the atoms. 

In the title compound, except C13 – O31 bond all the other atoms 
exhibit covalent bond interactions and has strong hydrogen bonds be-
tween them as shown by the negative values of H and (ρ∇2). For the C13 
– O31 bond, the value of H and (ρ∇2) are − 0.6753 and 0.1053 respec-
tively. It shows the presence of medium hydrogen bond and partially 
covalent character. Also, there are possibilities for intra hydrogen 
bonding interactions between the O3 – H27 atoms. Their Laplacian of 
electron and overall electron energy density statistics are found to be 

0.04548 and 0.001585 respectively. It shows the possibility for the 
presence of electrostatic interactions and strong covalent bonds. 

Fukui function 

A prominent localised density functional descriptor for chemical 
reactivity modelling and site selectivity modellingis the Fukui function. 
It is frequently employed in reactive site prediction [72]. Fukui indices 
indicates the atoms in a molecule that has a strong propensity to either 
lose or absorb an electron. It enables us to anticipate the molecule’s most 
susceptible atom to nucleophilic or electrophilic attack [73]. The Fukui 
function is outlined as 

f (r) =
[δρ(r)

δN

]

v 

Where, ρ(r), N and vdenotes the electron density, number of elec-
trons and external potential, respectively [74]. 

Condensed Fukui functions are studied to determine each atom’s 
ability to operate as a reactive site in a molecule. Fukui function f+(r) is 
also referred as nucleophile attack index, which is the index which arises 
when a molecule receives an electron.Similarly, the Fukui function f− (r) 
is referred to as electrophilic attack index which occurs when a molecule 
has the tendency to lose an electron [75]. Condensed Fukui functions on 
the kth atomic site is calculated as 

For Nucleophilic attack: fj+ = qj (N + 1) – qj(N) 
For Electrophilic attack: fj− = qj(N) – qj (N-1) 
For Radical attack: fj0 = 1

2[qj (N + 1) – qj (N-1)] where, qjrefers to the 
charge of atom at the jth atomic site. 

A novel dual descriptor, Δf(r), has been proposed by Morrel et al. to 
identify the chemical locations vulnerable to electrophilic and nucleo-
philic attack [76].The difference between the nucleophilic and electro-
philic Fukui functions is defined as the dual descriptor, Δf(r) given by 
the relation 

For dual descriptor: Δf(r) = [fk+-fk− ] 

Fig. 6. Theoretical and experimental FT-IR spectra of 1-acethyl-2(4-isopropoxy-3‑methoxy phenyl) cyclopropane.  
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If the dual descriptor value is greater than zero [Δf(r)> 0], then that 
site is susceptible to nucleophilic attack. Similarly, when the dual 
descriptor value is lesser than zero [Δf(r)< 0], that site is prone to 
electrophilic attack [77].The visual representation of the isosurface map 
for f− , f+, f0 and dual descriptor obtained from the multiwfn software are 
displayed in Supplementary figure 3 The fukui indices calculated using 
the multiwfn software are tabulated in Supplementary Table 4. 

For the title compound, the possible nucleophilic sites are C1, O3, C7, 
C8, C9, C11, C12, C13, C14, C19, O23, C24, H25, H28, H30, H32 and H36 as they 
have positive dual descriptor values. Similarly, the possible electrophilic 
sites are C2, C4, C5, C6, C10, H15, H16, H17, H18, H20, H21, H22, H26, H27, 
H29, O31, H33, H34, H35, H37 and H38 as they have negative dual 
descriptor values. 

The order of vulnerability to nucleophilic attack is given by 
C19>C1>C9>C8>C24>C7>C11>O3>C12 
>H28>O23>H25>H36>H14>H30>H32 
>C13. Whereas, the order of vulnerability to electrophilic attack is given 
by C2>H21>H16>C5>H22>H20>H38>C6 
>H17>H15>H27>C10>H26>H35>H18>C4>H34>H37>H29>O31>H33. 
The local behaviour of the molecule determines how it responds to 
electrophilic and nucleophilic attacks throughout the reaction [78]. 

Vibrational spectral analysis 

Depending on the distinctive vibrations of the methyl, phenyl, 
carbonyl, and acethyl groups, the vibrational spectral analysis is carried 
out [79]. It is now feasible to calculate theoretical vibrational spectra by 
applying a wide range of quantum chemical techniques, including 
variational, perturbational, density functional, and linked clusters 
methods [80]. Among them PED analysis is a more precise method that 
allows one to quantify the amount of movement of a specific set of atoms 
in a normal mode [81]. 

The AMC compound contains 38 atoms and has 108 vibrational 
modes. The modes of vibrations were specified by utilising the VEDA4 
softwaredepending on the potential energy distribution (PED) analysis. 
Thetheoretical and experimental FT-IR and FT-Raman spectra of AMC 
compound was shown in the Figs. 6 and 7, respectively. According to 
theoretical calculations, there are no hypothetical values for any of the 
frequencies. Also, the theoretically calculated vibrational modes match 
up with a significant percentage of the observed vibrational patterns. In 
order to compare with the frequency investigations obtained, all the 
calculated wavenumbers are scaled by 0.967. The computed vibrational 

Fig. 7. Theoretical FT-Raman spectra of 1-acethyl-2(4-isopropoxy-3‑methoxy 
phenyl) cyclopropane. 

Table 3 
Vibrational assignments of 1-acethyl-2(4-isopropoxy-3‑methoxy phenyl) cyclo-
propane using VEDA.  

Mode 
Nos. 

Wavenumber (cm− 1) Assignments with PED 

Experimental 
FT-IR 

Scaled 

1 – 3110 ʋC11H35(99) 
2 – 3002 ʋC9H38(95) 
3 – 3068 ʋC9H28(99) 
4 – 3062 ʋC8H37(92) 
5 – 3057 ʋC12H30(91) 
6 – 3048 ʋC10H29(90) 
7 – 3035 ʋC14H33(85) + ʋC14H32(15) 
8 – 3017 ʋC24H26(76) + ʋC24H25(17) 
9 3011 3019 ʋC11H35(99) 
10 – 3005 ʋC1H15(12) + ʋC1H17(84) 
11 – 3004 ʋC1H15(12) + ʋC1H16(85) 
12 – 2999 ʋC1H15(75) + ʋC19H20(21) 
13 – 2992 ʋC19H20(76) + ʋC1H15(23) 
14 – 2990 ʋC24H25(82) + ʋC24H26(14) 
15 – 2978 ʋC14H32(100) 
16 – 2934 ʋC1H15(86) + ʋC1H16(11) 
17 – 2930 ʋC1H15(85) + ʋC1H16(15) 
18 – 2924 ʋC14H33(15) + ʋC14H32(85) 
19 – 2918 ʋC2H18(95) 
20 2908 2911 ʋC24H25(11) + ʋC24H26(10) +

ʋC24H27(78) 
21 1691 1697 ʋO31C13(88) 
22 – 1589 ʋC4C9(64) 
23 1556 1553 β C5C6C7(12) + ʋC4C9(44) 
24 1518 1485 ʋC4C9(11) + β H28C9C8(22) + β 

H28C6C7(12) 
25 1461 1461 β H15C1H16(68) + τH15C1C2C19(24) 
26 – 1459 βH25C24H27(73) + τH25C24O23C5(20) 
27 – 1444 τH15C1C2C19(20) + βH15C1H16(64) 
28 – 1438 βH15C1H16(70) + τH16C1C2H9(10) 
29 – 1436 βH25C24H26(68) + τH26C24O23C5(13) 
30 – 1432 βH35C11H36(37) + βH15C1H16(15) 
31 – 1431 βH35C11H36(14) + βH15C1C16(52) 
32 – 1426 βH25C24H26(68) + τH32C14C13C12(19) 
33 – 1425 βH26C24H27(73) 
34 – 1415 βH32C14H33(69) + τH32C14C13C12(22) 
35 1389 1394 βH35C11H36(32) + ʋC5C6(21) +

βH29C10C7(11) + βH37C8C9(12) 
36 – 1375 ʋC5C6(15) + ʋC12C13(12) +

βH29C10C7(17) 
37 – 1372 βH15C1H16(78) 
38 – 1357 βH15C1H16(69) + τH18C2O3C4(11) 
39 – 1339 βH18C2O3(53) + τH18C2O3C4(11) 
40 – 1334 βH18C2O3(68) 
41 – 1322 βH18C2O3(10) + βH18C2O3(13) +

τH18C2O3C4(43) 
42 – 1315 βH18C2O3(12) + βH30C12C11(42) 
43 – 1272 ʋC4C9(54) 
44 1248 1243 ʋO3C4(51) + βH38C9C8(17) 
45 – 1230 ʋO3C4(11) + βH28C6C7(39) 
46 – 1198 βH37C8C9(11) + βH29C10C7(11) +

ʋO3C4(20) 
47 – 1189 ʋO3C4(12) + ʋC11C10(19) +

H25C24O23C5(13) 
48 1162 1167 τH25C24O23C5(42) 
49 – 1151 βH15C1H16(14) + τH15C1C2C19(40) 
50 – 1141 βO31C13C14(10) + τH32C14C13C12(17) +

ʋC12C13(22) + βH30C12C11(15) 
51 – 1130 ʋC7C10(27) + βH38C9C8(13) 
52 – 1128 βH25C24H26(17) + τH25C24O23C5(42) +

τH26C24O23C5(32) 
53 – 1116 βH37C8C9(14) 
54 – 1113 βC1C2O3(10) + τH17C1C2C19(11) +

ʋC1C2(35) 
55 1100 1099 ʋO3C2(10) + τH15C1C2C19(17) +

τH29C10C7C6(20) 
56 – 1095 τH15C1C2C19(21) + τH29C10C7C6(16) 
57 – 1072 τH30C12C13C14(47) + βH35C11C12(16) 
58 – 1041 τH30C12C13C14(71) 
59 – 1021 ʋO23C24(12) + βH28C6C7(12) +

τH35C11C12C10(11) 

(continued on next page) 
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wave numbers, Experimental values of FT-IR and FT-Raman in addition 
to the PED Assignments are documented in Table 3. 

C–C vibrations 
The phenyl ring of the title compound is tri-substituted.For benzene 

compounds, carbon stretching is typically quite significant in vibrational 
spectra [82]. The projected range for C–C stretching vibrations is 
650–1100 cm− 1. The substituted compound’s composition has no 

discernible impact on these vibrations. The C–C stretching vibration 
forthetitle compound was observed at 592, 790, 942, 1008 and 1100 
cm− 1 in experimental FT-IR. The theoretical values of 793, 938, 1010 
and 1091 cm− 1 are also in the expected region. 

The bending mode vibrations for the phenyl ring is found in the re-
gion of wavelength 1000–1300 cm− 1. It is proved from the peaks in the 
FT-IR experimental spectra at 1008 and 1100 cm− 1. The scaled values of 
1243, 1230, 1099 and 1021 cm− 1 confirmed it. The typical region for the 
ring breathing vibration modes is in the wavelength between 1620 and 
1400 cm− 1 [83]. During the ring "breathing" mode, all of the hydrogen 
and carbon atoms move in phase towards and away from the ring’s 
centre i.e., there may be stretching and contraction of C–C and C–H 
bonds in the phenyl ring structure [84]. For the title compound, the 
scaled vibrations in the region 1594–1515 cm− 1 confirms the ring 
breathing vibrations. The torsional vibrations are found to be in the 
region of wavelength 900–600 cm− 1. It is validated from the sharp peak 
in the FT-IR experimental spectra at 790 cm− 1 and also 793 cm− 1 in 
FT-IR theoretical spectra. 

C–H vibrations 
The C–H stretching mode vibrations are reported to be found in the 

area having wavelength 3100–3000 cm− 1 [85]. The stretching vibra-
tions of the phenyl C–H ring seem to be relatively faint due to effective 
conjugation induced via steric effect [86]. This is proved from the RDG 
plot of the NCI analysis for the title compound. The stretching vibrations 
for the AMC compound are found in 3070–2900 cm− 1 region. It is 
confirmed from the sharp peak in the theoretical spectra at 3008 cm− 1 

and 2903 cm− 1. In theexperimental FTIR spectra, it is evident from 3011 
to 2908 cm− 1 values. 

When a compound has a methoxy group, the lone pair of electrons on 
the oxygen atom donates the electrical charge back to the σ * orbital of 
Carbon–Hydrogen bonds, diminishing the C–H bond [87]. As the result, 
the intensities of Infrared band of the Carbon-Hydrogen stretching 
modes are boosted [88]. It is evident from the strong peak at 2908 cm− 1 

in FT-IR spectra. Also, the theoretically scaled values of 3048, 2990 and 
2911 cm− 1 represents the stretching vibrations. For the title compound, 
the scaled values of 3035 and 2095 cm− 1 represent the C–H stretching 
vibrations of the carbonyl group. 

The CH3 functional groups in the acethyl group have one symmetric 
and two asymmetric CH3 stretching vibrations [89]. A sharp peak was 
detected at 2920 cm-1 in the FT-IR spectra showed the acethyl group 
stretching vibrations [90]. In the title compound, the scaled values of 
2930 and 2924 cm− 1 confirms the above data. 

Normally, there are several strong, sharp bands in the areas of 
1000–750 cm− 1 and 1300–1000 cm− 1, representing the C–H out-of- 
plane and in-plane bending vibrations respectively [91]. In this work, 
it is evident from the sharp peaks in the experimental FT-IR spectra. 
Also, the scaled theoretical values of 1372, 1357, 1339, 1334, 1322, 
1198, 1151, 1116, 919, 904, 786, 764 and 756 cm− 1 showed good 
agreement to this. The vibrations of the C–H bonds are strongly influ-
enced by the in-plane and out-of-plane bending of the carbonyl group 
[92]. The substituent’s nature has no obvious effect on the bands in this 
region [93]. Also, the scaled values agreed with the experimental data. 

The torsion vibrations for the AMC compound are observed in the 
range of 1500–1100 cm− 1. The scaled values for torsional mode of vi-
brations are observed in 1357, 1339, 1322, 1157 and 1116 cm− 1. The 

Table 3 (continued ) 

Mode 
Nos. 

Wavenumber (cm− 1) Assignments with PED 

Experimental 
FT-IR 

Scaled 

60 1008 1012 τH30C12C13C14(11) + τH32C14C13C12(41) 
+ outO31C12C14C13(18) 

61 – 998 ʋO23C24(45) + τH35C11C12C10(10) 
62 942 935 ʋC12C13(13) + ʋO3C2(12) +

τH32C14C13C12(18) 
63 – 928 ʋO3C2(25) + τH32C14C13C12(14) 
64 – 919 τH37C8C9C4(27) 
65 – 915 τH18C2O3C4(11) + τH17C1C2C19(45) +

ʋC1C2(12) + τH15C1H16(10) 
66 – 912 ʋC11C12(37) 
67 – 904 ʋC1C2(13) + βH15C1H16(11) +

τH16C1C2C19(36) 
68 – 902 τH37C8C9C4(34) + τH16C1C2C19(10) 
69 – 866 τH28C6C7C10(56) 
70 – 859 τH28C6C7C10(13) + τH35C11C12C10(12) 
71 – 826 ʋC1C2(52) 
72 – 811 βC12C11C10(15) + τH37C8C9C4(55) 
73 790 786 βC12C11C10(49) + βH37C8C9C4(17) 
74 – 764 ʋC12C13(32) + βH35C11C12(24) 
75 – 756 βC8C7C6(13) + ʋC7C10(14) 
76 – 715 τC4C9C8C7(60) 
77 – 691 ʋC7C10(20) + βC9C8C7(22) 
78 – 637 τC6C7C2C9(10) + outC10C6C8C7(35) 
79 592 586 βO3C4C9(17) 
80 – 583 outO31C12C14C13(29) + τO31C13C14(14) 
81 – 574 outO31C12C14C13(10) + ʋC12C13(10) +

βO31C13C14(37) 
82 – 541 βC8C7C6(15) 
83 – 487 τC4C9C8C7(14) + outO3C5C9C4(14) 
84 – 461 τC4C9C8C7(17) + outO3C5C9C4(12) +

βO23C5C6(10) 
85 – 448 outC19C1O3C2(49) 
86 – 438 βC11C10C7(15) 
87 – 388 outC10C6C8C7(11) + βC14C13C12(12) 
88 – 368 βC14C13C12(10) + βC19C2C1(32) 
89 – 359 βC24O23C5(16) + τC4C9C8C7(24) +

βC1C2O3(16) 
90 – 321 βC1C2O3(11) + βC14C13C12(14) +

βC19C2C1(15) 
91 – 306 τH16C1C2C19(10) + βC1C2O3(16) 
92 – 274 βC24O23C5(12) + outC10C6C8C7(19) 
93 – 245 βC19C1C2(13) + βC4C9C8(10) +

βO23C5C6(12) 
94 – 237 τH16C1C2C19(76) 
95 – 206 τH15C1C2C19(72) 
96 – 198 outC13C10C11C12(17) + βC14C13C12(14) 
97 – 177 outC13C10C11C12(27) 
98 – 145 τC6C7C8C9(27) + τC1C2O3C4(16) 
99 – 135 τH25C24O23C5(11) + τH26C24O23C5(11) +

outO3C5C6C4(12) 
100 – 125 τH26C24O23C5(12) + βC2O3C4(13) +

τH34C14C13C12(11) 
101 – 115 τH34C14C13C12(73) 
102 – 101 βC10C7C8(16) + τC1C2O3C4(16) 
103 – 74 τH25C24O23C5(11) + τC1C2O3C4(41) 
104 – 64 τC1C2O3C4(62) 
105 – 54 τC2O3C4C5(47) 
106 – 48 τC7C10C11C12(73) 
107 – 31 τC2O3C4C5(46) + τC11C10C7C6(12) 
108 – 17 τC11C10C7C6(61) + τC2O3C4C5(11) 

ν – stretching vibrations; β – bending vibrations; τ – torsion-in-plane vibrations; 
out - out-of-plane vibrations. 

Table 4 
Drug likeness parameters of the title compound.  

Descriptors Calculated Expected 

Molecular mass (Dalton) 248.32 <500 
Hydrogen bond donor 0 <5 
Hydrogen bond acceptor 3 <10 
Log P 2.88 <5 
Molar refractivity 71.32 40–130  
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sharp peaks in the experimental FT-IR spectra at 1389 and 1162 cm− 1 

confirms the torsional modes of vibrations. 

C–O, C=O vibrations 
The carbonyl group is found in a wide variety of compounds, and 

because of the C=O stretching vibration, it exhibits an intense band in 
the 1850 cm− 1–1550 cm− 1 region [94]. For the carbonyl group, C=O 
stretching vibrations are found in 1695 cm− 1. The sharp peak found in 
the experimental FT-IR spectra in the wavelength of 1692 cm− 1 confirms 
the carbonyl stretching vibrations. 

The C–O stretching is anticipated to be in the range of 1050–1000 
cm− 1. Electronic influences can cause the C–H stretching and bending 
bands to change positions when the CH3 group has a direct bond with an 
oxygen atom. Because of this, the O–CH3 stretching bands cover a wider 
area than the C–CH3 group [95]. It is obvious from the scaled values of 
1021 and 1012 cm− 1 and the experimental FT-IR values of 1008 cm− 1. 

The C–O-CH3 bending and torsional vibrations are look forward to 
be obtained in the range of 1200–1100 cm− 1. It is evident from the 
scaled values of 1198, 1167 and 1128 cm− 1 and the experimental FT-IR 
values of 1162 cm− 1. The scaled values of C=O bending vibrations for 
the AMC compound is observed in 1157 and 1012 cm− 1. The regions 
from 725 cm− 1 to 595 cm− 1 are predicted to exhibit torsion in-plane and 
out-of-plane vibrations [96]. For the title compound, the scaled values of 
torsional vibrations are 583 and 574 cm− 1. 

Drug likeness 

Drug-likeness isone of the most significant variables in the early 
phases of drug discovery. Drug likeness a qualitative property of 
chemicals that describes how closely a compound’s qualities resemble 
those of already-approved drugs [97]. The most popular way to judge 
drug likeness is through rules, the most well-known of which is Lip-
inski’s Rule of Five (Ro5) [98]. 

The relationship between physicochemical and pharmacokinetics 
indices is illustrated by this rule-of-five [99]. According to Lipinski’s 
rule, an orally active drug-like compound cannot violate more than one 
of the following conditions: its molecular weight shouldn’t exceed 500 
Da, its hydrogen bond donors shouldn’t exceed 5, its hydrogen bond 
acceptors shouldn’t exceed 10, its molar refractivity should lie between 
40 and 130, and its log P shouldn’t exceed 5 [100]. 

A few key variables, including the compound’s rotatable bonds, logP, 
molar refractivity, hydrogen bond acceptors (HBA) and donors (HBD) 
numbers, are utilised to determine the drug-likeness quality of the 
molecule [101]. The drug likeness properties are calculated by using the 
SwissADME software and the obtained results are organized in Table 4. 

For title compound, the Molecular mass is calculated as 248.32 Da. 
The hydrogen bond donors and acceptors are calculated as 0 and 3 
respectively. The molar refractivity is calculated as 71.32. The log P 
value is obtained as 2.88 which is analysed to be within the suitable 
range. 

From the drug likeness results, the title compound complies with 
Lipinski’s rule of five with no violations and it can be used as an active 
prospective drug. It is also confirmed from the docking results, as the 
title compound has high binding affinity (− 6.1 kcal/mol) towards the 
antimalarial protein and exhibits good antimalarial activity. 

Molecular docking 

Molecule docking has grown to be a significant step in the drug 
discovery process due to its perceived ease of use and relatively low-cost 
consequences [102]. When proteins, enzymes and nucleic acids interact 
with tiny molecules to form supramolecular complexes, their biological 
function may be enhanced or inhibited [103]. Docking is a computa-
tional molecular modelling technique used to forecast how an enzyme 
will interact with ligands, or tiny molecules. The interaction of the 
protein-ligand complex and binding energy are predicted via molecular 
docking [104]. 

For the molecular docking, the title compound optimized with 

Fig. 8. Molecular Docking of the title compound with (a) antiviral protein, (b) antibacterial protein, (c) Anticanceral protein (d) antimalarial protein.  

Table 5 
The target proteins and docking activity of the title compound.  

Protein (PDB: 
ID) 

Binding 
residues 

Bond distances 
(Å) 

Binding energy (kcal/ 
mol) 

1VZV THR113 3.10 − 5.6 
TYR155 3.34 
SER103 2.97 
GLU106 3.47 

1JIJ GLU302 3.36 − 6.0 
PHE273 2.90 
LYS305 3.57 

1GII ASP86 3.42 − 5.3 
ASP86 3.28 

1LDG ASP53 3.27 − 6.1 
ASP53 3.34 
ASP53 3.30 
ASP53 3.47 
IUE54 3.34  
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minimum energy at the B3LYP/6–311++G(d,p) level of basis set is 
prepared as the ligand in the pdb format using open babel software. The 
target proteins are downloaded in pdb format from the RCSB Protein 
data bank.By using the pymol software, the target proteins were pre-
pared by removing the solvents, co-crystallized ligands, organic com-
pounds and water molecules. The molecular docking is done using the 
PyRx application. 

For the preset study, the targeted proteins are antiviral [PDB: 1VZV], 
antibacterial [PDB: 1JIJ], anticanceral [PDB: 1GII] and antimalarial 
proteins [PDB: 1LDG]. The molecular docking of the title compound 
with the targeted proteins is displayed in the Fig. 8. The docking pa-
rameters like binding residues, binding energy and bond distances of the 
protein-ligand interactions are calculated using the PyRx application. 
The docking parameters are tabulated in Table 5. 

The title compound is docked with the antiviral protein 1VZV. It 
creates four interactions with the amino acids namely THR113, TYR155, 
SER103 and GLU106. The amino acids in the AMC compound reacted 
with the oxygen atoms. The bond distance between the amino acids 
THR113, TYR155, SER103 and GLU106 are 3.10, 3.34, 2.97 and 3.47, 
respectively. The protein ligand binding affinity is calculated as − 5.6 
kcal/mol. Based on the acquired results, the title compound exhibits 
good antiviral activity. 

Then the title compound is docked with the antibacterial protein 

Fig. 9. Ramachandran plot for (a) antiviral protein, (b) antibacterial protein, (c) Anticanceral protein (d) antimalarial protein.  

Fig. 10. The cytotoxic effects of 1-acethyl-2-(4-isopropoxy-3-methoxyphenyl) 
cyclopropaneonHeLa cells after 48 h of treatment with various concentrations. 

Fig. 11. Changes of the HeLa cells morphology after 48 h treatment with 1-acethyl-2-(4-isopropoxy-3-methoxyphenyl)cyclopropane.  
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1JIJ. It generates three interactions with the amino acids namely 
GLU302, PHE273 and LYS305. The amino acids in the AMC compound 
reacted with the oxygen atoms.The bond distance between the amino 
acids GLU302, PHE273 and LYS305 are 3.36, 2.90 and 3.57, respec-
tively. The protein ligand binding affinity is calculated as − 6.0 kcal/ 
mol. In light of the obtained outcomes, the title compound exhibits good 
antibacterial activity. 

For the anticanceral activity, the title compound is docked with the 
anticanceral protein 1GII. It produces four interactions with the amino 
acids namely ASP86 and ASP86. The amino acids in the AMC compound 
reacted with the oxygen atoms. The bond distance between the amino 
acids ASP86 and ASP86 are 3.42 and 3.28, respectively. The protein 
ligand binding affinity is calculated as − 5.3 kcal/mol. Considering the 
obtained effects, the title compound exhibits good anticanceral activity. 

For the antimalarial activity, the title compound is docked with the 
antimalarial protein 1LDG. It produces five interactions with the amino 
acids namely ASP53, ASP53, ASP53, ASP53 and IUE54. The amino acids 
in the AMC compound reacted with the oxygen atoms. The bond dis-
tance between the amino acids ASP53, ASP53, ASP53, ASP53 and IUE54 
are 3.27, 3.34, 3.30, 3.47 and 3.34, respectively. The protein ligand 
binding affinity is calculated as − 6.1 kcal/mol. Taking into account the 
acquired accomplishments, the title compound exhibits good antima-
larial activity. 

Ramachandran plot for the targeted proteins is displayed in the 
Fig. 9. From the Ramachandran plot, the stability of the protein selected 
for the binding interaction is indicated by the fact that 90 % of the amino 
acids are located in the allowed region, which is indicated by the colour 
red, and very few are located in the disallowed region. 

From the molecular docking results, the docking arrangement of the 
ligand with the protein discloses that the only location undergoing bond 
formation is the electronegative oxygen atom.This interaction verifies 
the title compound’s bioactivity, which was evident from the charge 
transfer from LP1(O23) → σ* (C4− C5) in NBO analysis.Also, it is evident 
that the title compound has high binding affinity (− 6.1 kcal/mol) to-
wards the antimalarial protein compared to other proteins. Thus, it ex-
hibits good antimalarial activity. 

Cytotoxic effect 

Cytotoxic effect of the title compound been tested on HeLa cells. Cells 
were seeded in a 96-well plate at 3 × 103 cells/well. The cells were 
incubated at 37 ◦C in 5 % CO2 atmosphere and absolute humidity for 48 
h with concentrations (100, 150 and 200 μM) in triplicate. Then, the cell 
culture media was removed, and 100 μL of MTT solution (3-(4,5-dime-
thylthiazol-2-yl)− 2,5-diphenyltetrazolium bromide, 0.5 mg/mL) was 
added to each well. After 2 h incubation at 37 ◦C, MTT solution was 
removed and 150μl of DMSO was added to the wells. 

The absorbance was measured at 595 nm using a multiplate reader 
(Zenyth 3100, AnthosLabtec Instruments). 

The percentage of cytotoxic cells was calculated using the formula: 

Cytotoxicity(%) = (1 − (exp.group(ABS)) / (control group(ABS))× 100)

of 1-acethyl-2(4-isopropoxy-3‑methoxy phenyl) cyclopropanehave 
cytotoxic activity against HeLa cells line. The Compounds showed better 
cytotoxic effects with (100 μM- 31.26 %; 150 μM–64.82 %; 200 
μM–77.02 %).In order to determine the cytotoxic effects of the title 
compound on the morphology of treated and untreated HeLa cells, the 
phase-contrast microscope is used. The HeLa cells were seeded in a 24- 
well plate and incubated for 48 h with different concentrations pyr-
azolines (100, 150 and 200 μM). Morphological changes of both, 
experimental and control HeLa cells, were visualized with phase 
contrast microscopy under 100 X magnification on Olympus microscope 
(model BX51). Figs. 10 and 11 shows thecytotoxic effects and Changes of 
the HeLa cells morphology after of 1-acethyl-2-(4-isopropoxy-3-methox-
yphenyl)cyclopropane. The results showed that the compound 1- 

acethyl-2-(4-isopropoxy-3-methoxyphenyl)cyclopropane induced 
morphological changes of HeLa cells in dose dependent manner 
compared to the control group. Morphological changes (loss of shape 
cells and decrease in the number cells) were observed by phase-contrast 
microscopy. 

Conclusion 

Using the quantum chemical computations, the structural, vibra-
tional and topological characteristics of the compound was studied.The 
6–311++G(d,p) basis set was used to optimise the Molecular geometry 
employing DFT-B3LYP and the structural parameters were identified. 
The intra- and inter-molecular interactions calculated from the NBO 
analysis confirms the bioavailability of thecompound. The HOMO- 
LUMO energy values and the global reactivity descriptors were also 
calculated. The HOMO-LUMO energy gap is calculated as 3.7434 eV 
which also accounts for the biological activity of the molecule. The 
vibrational spectra were thoroughly interpretedwith the aid of VEDA 
software. FT-IR and FT-Raman spectra have recorded and the values 
agreed with the theoretical vibrational assignments. The steric repul-
sion,weak and strong attractionsof the tile compound was analysed by 
using the NCI approach. MEP and the topological analysis like ELF, LOL, 
Fukui, AIMetc, were utilised to evaluate the title compound’s reactive 
sites and electron distribution. The drug likeness studies strengthens 
that the title compound can be utilised as an active medication to treat 
specific illnesses.For the molecular docking studies, the target protein is 
docked with antiviral, antibacterial, anticanceraland antimalarial target 
proteins.Also the Ramachandran plot is potted for the targeted proteins. 
Among them the title compound has high binding affinity (− 6.1 kcal/ 
mol) towards the antimalarial protein and exhibits good antimalarial 
activity. 
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ABSTRACT 

        Polyacrylic acid is an acrylic polymer. It is a synthetic polymer with a high molecular weight. Polyacrylic 

acid is synthesized using Free radical polymerization, using hydrogen peroxide as initiator as well as an 

oxidizing agent and ascorbic acid as reducing agent and with the monomer acrylic acid to give polyacrylic 

acid. It's like a free radical redox reaction.  

      

The characterization of Polyacrylic acid can be done through spectroscopic studies like Fourier Transform 

Infrared Spectroscopy ( FTIR) and UV spectroscopy.  FTIR determines the functional group of polyacrylic 

acid and the UV analysis determines the metal present in the polymer. PAA can be used as thickening agents 

in pharmaceuticals and cosmetics, paint additives, adhesives and sealant chemicals etc. PAA is a 

superabsorbent, non-toxic, non-irritating and biodegradable synthetic polymer.  

 

Keywords: Polymer, Molecular Weight, FTIR, Uv-Visible 

 
INTRODUCTION 

Polymers are amorphous solid consisting of very large molecules known as macromolecules, containing 

many repeating subunits. The word polymer arise from Greek words called 'Poly' as "many" and 'mer' means 

"unit". Polymer molecules are very large and has a high molecular weight. Polymers are classified as natural, 

bio, and synthetic Polymers.  Polymers has no specific length and they don't form crystalline structure. 

Polymers have unique properties depending on the type of molecules being bonded and how they are bonded 

ie, some Polymers have properties like bending and  stretching eg, rubber and polystyrene, but others are hard 

and brittle and tough eg, epoxies and glass (1).  

 

    Polymers has wide  variety of applications in our modern and developing world, such as Polymers are used 

for making plastics many household things also. Polymers are used in industries in pharmaceuticals and in 

many other fields (2-4).  
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Polymerization is a method where the synthetic Polymers are produced by combaining smaller molecules that 

is monomers into a chain which is held together by the means of covalent bond. 

 

Now in this modern world Polymers are used on every single area ie,for example grocery bags, soda and water 

bottles, textiles, paints, food packaging, pharmaceuticals and cosmetics etc (5). 

 

 

Polyacrylic Acid 

 

                 Polyacrylic acid is an amorphous synthetic polymer with a high molecular weight. PAA is a non-

toxic, non-irritating, biocompatible and 26% biodegradable polymer,  has many variety of applications in 

many fields which have been found in recent years. It is  hygroscopic when absorbs water and brittle under 

normal condition  

 

       Polyacrylic acid has the ability to absorb and hold water molecules even if it expands to many times from 

their original volume. This behavior of polyacrylic acid makes a base for varieties of applications. Its 

approximate molecular weight is 450,000 and it cannot be dissolved in its monomer but is soluble in water, 

dioxane, ethanol, methanol and it's viscosity is 700cp. PAA is water sensitive polymer to serve as plastics. 

 

 

MATERIALS:  

Acrylic acid as monomer, hydrogen peroxide, ascorbic acid, and sodiumhydroxide and chromiumoxide. 

 
METHOD: 

   

         Into an 200 ml clean and dry beaker 10ml of acrylic acid is taken and about 2.5g of ascorbic acid is 

weighed and transferred in an another clean dry 100ml beaker and is dissolved in 10ml of  distilled water. This 

10ml ascorbic acid is then combined with the 10ml of acrylic acid taken in the 200ml beaker and this mixture 

is kept on a magnetic stirrer. 2ml of hydrogen peroxide was added drop by drop while stirring.  

 

                
 

Figure 1. Polyacrylic Acid 
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From the prepared polymer the metal addition is done. The metal addition is done in two ways, direct method 

and indirect. For direct method, a small amount of polymer about 6g is weighed and about 5ml of 1M 

chromiumoxide is added and a polymer metal complex is obtained. In indirect metal addition, about 3g of 

polyacrylic acid is weighed and dissolved in 200ml water taken in a 250ml  beaker and kept in a magnetic 

stirrer. After dissolving completely 25ml of chromiumoxide is added and continued stirring for 30 minutes 

after that polymer metal complex is formed. 

 

RESULT AND DISCUSSION: 

 

           Polyacrylic acid was successfully synthesised via free  radical redox polymerization. It also undergoes 

redox reaction as the hydrogen peroxide act as an oxidizing agent and the ascorbic acid act as reducing agent. 

It's an uncontrollable free radical Polymerization reaction.  

 

Obtained product that is Poly acrylic acid is in solid form with a pale yellow transparent and on oxidation with 

atmospheric oxygen it becomes dark brown color. On adding water to the polymer it absorbs maximum water 

and swell. Due to this water absorbing property it can be used for many applications one of its applications is 

water treatment. And of capable of forming gels it is used for varieties of applications such as in 

pharmaceuticals, cosmetics, skin care products etc.  

 

    The molecular structure is determined using FTIR Spectroscopy (NIIST Trivandrum) and metal addition is 

analyzed by UV analysis taken from (NMCC College,Marthandam). 

 

Fourier Transform Infrared Spectroscopy: 

 

        
 

 
Figure 2: FTIR of Polyacrylic acid 
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                                     In FTIR analysis it shows the presence of six peaks which represents the functional 

group present. Here 3270.72cm-1 indicates the presence of –OH group. 1640.04cm-1 represents the presents of 

mono-substituted alkenes, 1552.24cm-1 shows the presence of carboxylic acids group, 1399.26cm-1 indicates 

the presence of -CH aliphatic bending group and 1039.48cm-1 represent that it contains polysaccharide and 

also has a peak range at 512.43cm-1 which indicates the presence of a specific chemical bond or functional 

group and contains a C=O bond stretching. 

UV analysis of Metal addition in Polyacrylic acid:  

      Chromium metal in Poly(acrylic) acid is determined by UV analysis. The UV analysis shows an peak at 

the range of 372.16nm, 0.597abs for sample ‘A’ and it shows 373.17nm, 1.580abs for sample ‘B’. That is the 

sample may contain nano-particles and may have surface Plasmon resonance. 

             
                      Direct Metal Addition 

 

              
Indirect Metal Addition 

Figure 3: Uv spectra of Polyacrylic acid after metal addition 
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CONCLUSION 
       The preparation and characterization of polyacrylic acid is done successfully via series of experiments and 

analysis. It is synthesized via free radical redox polymerization and characterized using FTIR spectrum and 

UV spectrum. It acts as a good absorbing compound so called superabsorbant. It is 26% biodegradable and 

biocompatible synthetic polymer. 
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Abstract: The big data revolution and the growth of information technology have had a profound influence on many areas of our life. 

Many farms today employ precision farming techniques and capture enormous volumes of data. Making the most of these datasets for 

decision support requires integrating data from several sources, doing analysis rapidly, and generating conclusions based on the results. 

In order to analyse agricultural data from several sources, this study presents a framework that utilises cloud-computing. This approach is 

more scalable, adaptable, cost-effective, and easy to maintain than existing alternatives. Based on extensive interviews, surveys, and 

literature reviews, the framework offers a workable architecture for cloud-based services for data integration, analysis, and visualisation. 

This skeleton architecture was used to construct many programmes; as we learned more and faced tougher problems, we tweaked the 

plan to make it work better. We demonstrate the framework's value with several example applications. Each use case has its own specific 

requirements for data integration; therefore, it makes use of a different set of services from the suggested architecture. 

Keywords: Agriculture, Big Data, cloud computing, data analysis, data integration, data visualisation, decision support systems. 

1. Introduction 

Precision farming techniques have significantly increased 

as a result of the usage of IT and big data in agriculture. 

(also known as Agriculture 3.0). Sensors, satellites, and 

other technologies are used by a wide variety of 

agricultural information systems (IS) to gather information, 

such as soil moisture, nitrogen concentrations, and 

temperature gradients between the ground and the air. In 

addition, databases spanning many years are increasingly 

becoming accessible, allowing researchers to examine data 

trends across time. These advancements have led to a "data 

overflow" problem, For effective data retrieval and 

analysis, the article emphasises the significance of 

cognitive storage and processing abilities. Another issue is 

that many farms still use incompatible data management 

systems, meaning they are missing out on opportunities to 

enhance the quality of their decision-making tools. 

Information gathered and analysed from many sources is 

crucial for better agricultural decision-making. For 

example, in addition to weather, topological terrain, 

irrigation, and agricultural yield data, information on 

beehive treatment, plants growing in the area of the hive, 

and honey production levels might be useful for making 

management decisions. Integrating data is a great first step 

toward better decision making, but it is not sufficient on its 

own. Users also need quick and simple access to the data 

and the ability to make actionable conclusions. 

A major deficit in the capacity to combine data from 

different agricultural resources was already apparent in the 

early days of recent years. The large amounts of data 

generated by precision agriculture constitute a "data 

overflow" concern. They emphasise the need of 

standardised data transfer and tools for managing and 

analysing information. There have been subsequent 

presentations of other strategies for integrating and 

managing agricultural data. 

In order to analyse agricultural data from several sources, 

this study presents a framework that utilises cloud-

computing. This approach is more scalable, adaptable, 

cost-effective, and easy to maintain than existing 

alternatives.  

The framework establishes a practical architecture of 

cloud-based services for the purposes of data integration, 

analysis, and visualisation. Users can take use of the 

framework's included services, or they can utilise those 

services as a foundation to create their own. It should be 

noted that the framework is meant to include and process 

data from both new and current external databases, while 

making use of existing software services whenever 

practical.  

Numerous applications and demonstrations of the 

framework's effectiveness are provided. Each use case has 

its own specific requirements for data integration; 

therefore, it makes use of a different set of services from 

the suggested architecture. 
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The study makes use of cloud computing, which has 

benefits including cheaper prices, on-demand 

computational capabilities, flexibility, and outsourced IT 

infrastructure management, to analyse and aggregate 

agricultural data from diverse sources. This is especially 

crucial in agriculture, where farmers sometimes lack the 

tools for digitalization and vast amounts of data must be 

monitored and analysed since data is constantly being 

collected. 

The research approach, design science, requirement 

analysis stage, background knowledge on cloud computing 

and data integration techniques are all included in the 

article. Along with two use cases and a functional 

framework to illustrate its use and many features, it also 

offers a full analysis of the results. The conclusions are 

discussed in Section 4. 

2. Literature Survey 

The study's two key goals are: 

In order to improve farm management and decision-

making, it would be useful for farmers to have access to a 

framework outlining a cloud-based services architecture. 

The infrastructure services allow for the development of 

novel agricultural offerings. 

Explain how you may use cloud computing to integrate 

and analyse data in the agricultural sector. Here, we 

provide two programmes that might serve as examples 

when developing novel data-integration services. 

Our research strategy was motivated by the design science 

paradigm [1]. Based on 1) Through a study of the 

literature, unstructured interviews with Indian farmers, and 

agricultural research, a framework for cloud-based services 

for agriculture was created. 

Based on the requirements of diverse farms, a framework 

is created for various farm situations. On top of the 

framework, cloud-based services are developed, with 

illustrations shown for each situation. 

• Developing a system to compile data from many 

sources on the RPW's geographic distribution and 

display it on a map. 

• The development of an ontology-based pest control 

DSS. 

• Models can optimise irrigation schedule, estimate 

yield, and predict disease by using data from sources 

including soil and plant sensors and weather stations. 

• Abeehive management system that keeps track of 

treatment data for all of the beehives is essential for 

analysing productivity in connection to treatments 

and bee genetic lines. 

• We built a dashboard that aggregates data from 

several sources and presents several key performance 

indicators (KPIs) pertinent to farming in order to 

better help farmers in making educated decisions. 

• A major field crop farm is now putting a cloud-based 

farm management system into place. 

• Development of an agricultural machinery selection 

aiding system. 

• Making a smartphone app to gather and analyse 

complaints of insect damage from a broad population. 

Due to space limitations, we will only be able to cover the 

first two conceivable uses. An ETL process that involves 

data collection, transformation, and loading into a single 

database is shown in the first use case (RPW). The second 

example (DSS for pest control) exemplifies knowledge 

management and reuse while highlighting the Semantic 

Web's and ontologies' possibilities. (Irrigation 

recommendation), we see how machine learning 

technology combined with data fusion can forecast how 

much water should be utilised for irrigation. 

As we developed applications and services to fulfil the 

required use cases, we improved and extended the 

framework. 

Following this is an introduction to the issue of data 

integration, followed by detailed explanations of how to do 

a needs assessment and make use of cloud computing for 

agricultural purposes. 

2.1. Needs Assessment 

As mentioned above, the first framework was developed 

with the use of interviews and surveys to gather 

information on farmers' and experts' needs from a variety 

of agriculturally-related agencies. In all, 117 farmers were 

polled [2]. In the polls, farmers were asked whether or not 

they were currently using certain agricultural treatments, 

whether they were familiar with them but had no intentions 

to employ them, and whether or not they were familiar 

with them at all. Different application-specific responses 

are shown in Figure 1's frequency distribution. With these 

results in mind, it's evident that many agricultural 

applications are crucial for farmers right now. 
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Fig 1. Proportions of the population that have used, are 

familiar with, or intend to use a certain app. 

According to [2]'s research, by conducting interviews with 

farmers and specialists from different agricultural 

organisations, we were able to compile the following broad 

areas of functionality required in agricultural software. 

• There is an urgent need for individualised 

management and decision-making resources for rural 

professionals. 

• The interface of a system should be easy to use and 

flexible enough to accommodate different sorts of 

users. Software with a basic interface is ideal for 

those with less technical knowledge. 

• Automated and straightforward software is required 

for efficient data management. The user should be 

able to simply add and programme new automated 

operations into the system. 

• Moreover, the user should have complete control over 

the processing and analytic parameters. Advanced 

users may want to try out new methods. 

• It's essential to have specialised knowledge, 

particularly rule-based expertise, to adapt systems to 

particular environments and take into account users' 

abilities, habits, and preferences. (such as risk 

profiling, for instance). 

• More standardised, top-notch computer systems are 

urgently required to cut down on learning time and 

effort and guarantee excellent technological 

performance. 

• We have read research on cloud-based agricultural 

systems and precision agriculture, as well as extra 

needs like: 

• Assist with cordless, unobtrusive spying [2]. 

• The interface is offered in the farmer's native tongue, 

and the same information may be supplied in other 

systems, native languages. [3]. 

• storage capacity [7]. 

• Multiple types of information must be measured or 

gathered to give useful decision assistance. 

Measuring data (together with timestamps) is better 

collected over time than it is collected quickly and 

then forgotten. 

• The text promotes the use of open data standards, 

interfaces, and protocols for easy interoperability 

with other software applications and data sources, 

both locally and remotely over the internet, which is 

essential for facilitating compatibility with more 

antiquated systems and decentralised architectures. 

[5]. 

• The capacity to support a sizable and growing 

number of users and data sources [6]. 

• Meta-data support for data portability across 

programmes; this feature allows for easier sharing of 

information across programmes. 

• Cost Effective. 

2.2. Services using Cloud Computing 

On-demand self-service, which enables users to provision 

resources as needed, broad network access, which 

encourages the use of a variety of client platforms, 

including smartphones, tablets, and personal computers, 

and elastic resource provisioning, which enables resource 

access over the network are all features of cloud 

computing. 

As a result of these features, cloud computing offers 

several advantages. As a first step, cloud computing makes 

it possible for customers to pay for computing resources 

and services on an as-needed basis [3], [7]. This reduces or 

eliminates the need for customers to make large initial 

expenditures in computer hardware and software. The 

second advantage is that it enhances the scalability and 

responsiveness of programmes to altering business 

requirements by making computer resources accessible 

swiftly (within minutes). In addition, virtualization and 

other cloud-specific parallel processing technologies (like 

Spark and Hadoop) boost application performance [4].  

Users may access networked computers from any place by 

outsourcing IT infrastructure management to external 

cloud service providers, which can lower IT maintenance 

costs and remove the need for internal IT staff. [4]. 

While infrastructure-as-a-service (IaaS) offers processing, 

storage, and network resources on demand for software 

deployment, software-as-a-service (SaaS) is the cloud-

based deployment and operation of software. Platform-as-

a-Service (PaaS) enables programmers to create and 

deploy software using the IDEs, libraries, APIs, and tools 

provided by cloud computing, which is rapidly being 

investigated for use in the agricultural sector. 

With the use of precision agricultural technology, farmers 

and scientists may gather enormous volumes of data on 

variables such as crop production, topographical 

characteristics, moisture content, and temperature, 

allowing efficient reaction to unforeseen conditions.  
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The majority of farmers, however, do not have access to 

powerful computers, which restricts their capacity to 

analyse this data online. 

Farmers without the resources to invest in IT infrastructure 

can benefit from cloud computing services, which offer on-

demand access to agricultural data, faster processing, and 

thorough analysis, including details on disease 

transmission, pest control, weather information, and best 

practises. 

In order to help farmers make educated choices, the study 

provides a cloud-based framework for creating SaaS 

applications with an agricultural emphasis. This framework 

combines data from many sources, does analysis, and 

graphically shows results. 

2.3. Tools for Data Integration 

The suggested architecture unifies data from several 

sources, including relational databases (where data are 

obtained using SQL), no-SQL databases (such as those 

based on JSON), CSV files, This section contains 

background knowledge on HTML files on the Web, which 

are less prevalent but vital, and ontologies and triplestores, 

which are required for implementing the second use case. 

An ontology is a precise, computer-readable description of 

domain knowledge. Formal, computer-interpretable ideas 

known as ontologies specify domain entities, properties, 

and links. [9] They are increasingly used as a foundational 

tool in knowledge management systems, DSSs, and other 

intelligent systems to describe domain information. 

An ontology is a formal description of domain knowledge 

that computers may use to make inferences about the 

world. For instance, the insect Red mite may be controlled 

using Agriron's active component, abamectin. [9] If the 

ontology states that a pesticide is successful if one of its 

compounds is effective against that bug, then this 

conclusion may be drawn. The foundation of knowledge 

bases for DSSs and expert systems may be formed via 

ontologies. 

With the use of ontologies, databases and application 

programmes may work together without exchanging data 

structures. This makes it possible to automatically extract 

and aggregate data from two applications or websites that 

share the same taxonomy. The ideas presented in one app 

can be transferred to the corresponding ideas presented in 

the other app. 

Last but not least, ontologies enable the reuse of 

specialised knowledge. When an ontology is made 

available to the public, it may be utilised by applications 

across numerous industries. An further advantage of 

ontologies is that they may be joined to create a more 

thorough ontology of a domain [8]. A few of open 

ontologies that have found application in agriculture 

include AGROVOC [6] and DBpedia. The United Nations' 

Food and Agriculture Organization (FAO) publishes a 

multilingual thesaurus called AGROVOC, DBpedia, an 

important ontology, adopted from the well-known 

Wikipedia, gives definitions and features of agricultural 

subjects in 17 different languages, making it simple to 

combine material from different languages. As a result, it 

provides access to billions of unique words (Things) and 

cross-references to several other dictionaries. 

When it comes to building out the so-called Semantic 

Web, ontologies are a must. The Semantic Web, also 

known as the Web of Data or the Web of Linked Data, is a 

set of standards developed by the World Wide Web 

Consortium (W3C) to provide a formal representation of 

the information available on the World Wide Web, 

facilitating data sharing and reuse in various contexts. 

HTML pages, which can be read by both people and 

machines, currently make up the overwhelming majority of 

online content. Machines can only do a keyword search of 

these papers and cannot understand the text itself. The 

Semantic Web project aims to fix this problem by using 

ontologies to make text in online publications machine-

readable. Ontologies offer a formal vocabulary to describe 

the relationships between digital information and physical 

things (i.e., instances of classes). Standard ontologies make 

it possible to combine different Web-based data sets into a 

single database, such AGROVOC and DBpedia, which 

may then be used to improve communication across 

diverse agricultural efforts on the Semantic Web. 

The World Wide Web Consortium's (W3C) guidelines and 

tools enable the Semantic Web. A paradigm for publishing 

and exchanging data, the Resource Description Framework 

(RDF), is extended by the Web Ontology Language 

(OWL) to support ontologies with richer semantics and 

knowledge inference. RDF data stored in international 

triplestores may be retrieved using the all-purpose query 

language SPARQL. Triplestores[10] are a specific type of 

graph database designed specifically for storing and 

retrieving RDF. Triples, which have a subject, a predicate 

(or verb), and an object, are used to hold the RDF data. 

3. Results and Methodology 

The framework's structure was developed after the data 

collected via questionnaires and interviews was thoroughly 

analysed. This skeleton architecture was used to construct 

many programmes; as we learned more and faced tougher 

problems, we tweaked the plan to make it work better. This 

section describes the top layer of the functional 

architecture as well as two more application scenarios that 

are incorporated into it. 
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A. System Design for a Framework 

The framework architecture is depicted in Figure 2 with its 

four-tiered structure of functional services. 

Relational databases, triple stores, XML files, papers, etc. 

are all part of the Data Layer's collection of data storage 

technologies. At this stage, data can be made either 

accessible to the public or kept confidential Only the farm's 

employees have access to the data it collects. Our second-

layer IoT data extraction services are augmented by third-

party Web services that grant access to external databases 

and sensors. 

• The process of data ETL include gathering, 

converting, and loading data from numerous sources 

before storing it in a centralised system with a range 

of services. 

• Provides SQL query services for accessing relational 

databases. 

• SPARQL may be used to query triplestores as an 

ontology query language. 

• Creators and shapers of ontologies. 

• Services for managing access to information in 

accordance with users' roles and permissions inside 

an organisation. 

• Data may be automatically extracted from many 

sources, cleaned, and fed into a centralised database 

using any number of existing ETL solutions, both 

commercial and bespoke. 

• Providers of IoT data gathering services, with a focus 

on soil and remote sensing devices. 

The Data Analysis Layer provides a variety of services for 

processing data and presenting findings in a form that 

facilitates decision making. Among the many available 

offerings are: 

• Businesses that offer GIS services for spatially 

analysing agricultural data. 

• In order to better inform suggestions and projections, 

several businesses now provide data mining services. 

Clustering of data is another service provided by 

machine learning algorithms Learning models, such 

as regression, classification, and clustering, identify 

related data and treat them appropriately to forecast 

the goal value of an observation, such as the predicted 

yield of a field, and categorise observations, such as 

pest photos or land plots. 

• Business intelligence (BI) services use data acquired 

and combined at data access and integration levels to 

provide real-time analysis and clever 

visualisations.These kinds of services are invaluable 

to ranchers and farmers, allowing them to construct 

dashboards with more intelligence and effectiveness. 

• Deep learning and other approaches are used by 

image processing services to automatically analyse 

pictures, such as satellite photography, to 

comprehend their qualities or meaning. 

The Applications Layer is a group of SaaS applications 

that provide assistance to farmers. At this stage, 

applications are constructed on the infrastructure laid out 

in Levels 1-4. 

 

 

Fig 2. This is a schematic showing how the future service 

infrastructure is planned out. 

B. Example(s) of Application 

1) Monitoring and analysing data on the spread of the 

red palm weevil (RPW) 

This use case is intended to demonstrate how data from 

many sources may be integrated to monitor an issue's 

development. 

Snout beetle Rhynchophorusferrugineus (RPW) is a 

serious danger to Indian palm farms. The fast growth of 

RPW has increased the number of unhealthy trees, 

presenting hazards to both safety and the economy. Two 

organisations in India have been looking into the matter, 

but because of their disparate databases, it is difficult to 

provide a thorough analysis. In order to assist stop the 

spread of RPW, this use case attempts to provide a cloud-

based solution that integrates data from these organisations 

with analytical tools that are visual and map-based. 

The following requirements for the envisioned service 

were uncovered through interviews with many RPW 

monitoring groups. 

• The RPW distribution shouldn't just be shown by 

area, but rather at the national level, hence data 

from several information systems should be 

merged to demonstrate this. Specify the infected 

palm tree count and the number of RPW caught 

and released. 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(2), 346–354 |  351 

• The service shouldn't interfere with the numerous 

procedures an organisation uses to accomplish its 

goals. 

• The service should include tools for statistical 

analysis, such as data aggregation and filtering, as 

well as the ability to see the combined data on a map. 

• Global, always-on access to information is a must. 

• Due to planned actions to improve awareness of and 

encourage public reporting of sick trees, the system 

must be scalable and capable of managing additional 

data and bandwidth. 

Through an ETL process, the service will combine data 

from diverse sources, enabling visualisation and analysis 

without altering current practises. Due to consumer needs 

and a lack of inter-firm collaboration, this strategy is 

favoured. Instead of developing a comprehensive 

information system that covers user interfaces and data 

input processes, the service focuses on data integration 

since it is quicker and less expensive to do so. 

You'll need to take care of a visual representation of the 

combined data as part of the answer. To achieve this 

objective, we employ ArcGIS. ArcGIS from Esri 

(Esri.com) is a GIS that can be used to create and alter 

maps that depict information on the planet's topography 

[11]. After the mapping process is complete, researchers 

have many options for examining the aggregated data on 

the spread of RPW. 

The solution architecture is comprised of the following 

parts: 

• The consolidated database, depicted as the Data layer 

in FIGURE 2, requires the use of a relational database 

management system for its administration (RDBMS). 

• The Data Extractor service (component 2.5 in 

FIGURE 2)is a Java software that collects data on 

RPW distribution using Web services, storing it in a 

unified database in CSV and JSON formats from 

different databases. 

• • The creation of new maps and the modification of 

existing ones is made easier by ArcGIS Online, the 

web-based ArcGIS desktop GIS programme (see 

section 3.1 in FIGURE 2). In contrast to the offline 

version, which requires installation on client servers 

or rented cloud infrastructure, it enables users to 

share their maps with others. ArcGIS Online is 

accessible to users who pay as they go. Maps may be 

made using ArcGIS Online and the many data layers 

included in the data warehouse. The user has the 

freedom to dynamically select which layers to display 

from the complete set of database tables and views. 

• Converting data from the centralised database to a 

comma-separated value format (CSV) for use in 

ArcGIS mapping applications (see component 4.5 of 

FIGURE 2). Thus, we developed some code to 

retrieve the required data from the centralised 

database (through SQL - part 2.1 in FIGURE 2) and 

save it as CSV files on the cloud server. The software 

may export global and yearly summaries of palm 

trees, palm tree health, palm tree sickness, traps, and 

captures as comma-separated value (CSV) files. It 

was decided to automate the program's daily 

execution, thus the corresponding batch file was 

created and uploaded to the cloud server. Layers on 

the map are dynamic, reflecting updates to the related 

CSV files. 

In Fig. 3, we can see how all the different components of 

the suggested design are linked together. 

• The Data extractor service (3) receives real-time 

updates from two sources: 

• The data is a comma-separated values (.csv) file from 

the Eden farm1 (1.1). 

• The Agriculture Research Organization's data is 

provided via a web service that delivers the data in 

JSON format (1.2). 

• It is possible to immediately import static data from 

Plant Protection and Inspection Services (2) into the 

central repository. 

• The Data Extractor collects information from many 

sources and deposits it into a centralised database (4) 

• The storage capacity of the unified database is 

increased by a wide variety of triggers. 

• Database to ArcGIS Converter, the fifth component, 

transfers data from the centralised database into the 

ArcGIS format (6). 

• ArcGIS Online is a data monitoring and analysis tool 

(7). 

• Furthermore, users can make direct connections to the 

database from remote locations and run queries. 

 

Fig 3. Description of the proposed methodology used. 

With SQL Server serving as the primary database, the 

product is currently accessible on the AWS cloud. It is 

hosted on Amazon Elastic Compute Cloud. Machine 
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instances with the user-selected operating system, 

programmes, libraries, and data are started using the EC2 

infrastructure service.[4] Using an Amazon Aurora DB 

instance in a VPC[12] and providing data extraction 

services as Lambda functions are two alternative 

deployment techniques..[13] When it comes to scalability, 

performance, and availability [14], go no farther than 

Amazon Aurora, a serverless relational database 

management system (RDBMS) that maintains data across 

several DB instances.Data from many sources must be 

combined in a single ArcGIS database using the comma-

separated values (CSV) format.  

2. Insecticide Application Decision Support System 

This use case aims to demonstrate the integration of online 

data to develop a DSS for pest control. 

A farmer must consider the pesticide's effectiveness, the 

pesticide's safe application, and the pesticide's cost when 

determining which pesticide to use to combat an insect that 

is damaging his crop. Farmers find it challenging to 

acquire information and make decisions since pest control 

data is often housed in many places and languages. An 

ontology-based Web system for pest control is 

recommended as a solution to this problem in order to 

handle the various pesticide regulations in the nations 

where crops are sold. enhancing efficiency and 

effectiveness. By employing a common terminology, this 

system would facilitate the coordinated presentation of 

data from many web resources. 

Better decision support for farmers can help them use 

pesticides responsibly and in accordance with the 

regulations of the countries to which they export their 

goods. 

The most efficient pesticides should be recorded by the 

pest-control DSS so that they may be used to exterminate 

the many pests that cause harm to agricultural products. It 

must take into consideration the maximum residue limit 

(MRL) for a given pesticide in the given nation, the 

number of days prior to harvest during which that pesticide 

may be applied, and the amount of pesticide that may be 

used on a given crop before reaching dangerous levels. 

Given that this information is dispersed across several 

resources and languages, an ontology seems like the best 

way to bring it all together. 

It is hoped that the ontology will serve as the foundation 

for a Web service that may be used by farmers, the PPIS 

pesticide recommendations, and anyone involved in pest 

control. 

Reusing ontology ideas from other ontologies and 

publishing the ontology to the Semantic Web are both 

necessary. Consequently, it must be formalised in 

accordance with Semantic Web standards. 

In [15], we detail the steps taken to develop this ontology 

as well as its final product. Figure 4 represents the user's 

web browser; it communicates with web server.  A 

SPARQL Server's triplestore now provides access to the 

ontology. When the results of a user's query are returned to 

them, the browser presents them to the user. 

 

 

Fig 4. A diagram of the DSS used to spray for insects. 

Apache Jena Fuseki Server originally kept the ontology in 

a triplestore, however Amazon Neptune provides a 

scalable, manageable deployment alternative for PHP 

applications that can be set up using Amazon's Elastic 

Container Service. 

The application serves as an example of how Semantic 

Web ontologies may be used to reuse ideas across different 

databases. It creates hierarchical menus of crops and pests 

using pest pictures from DBpedia and AGROVOC, 

showing how concepts are connected online. so that we 

can quickly locate the pest or crop for which we are 

looking. 

In conclusion, the two examples presented above 

demonstrate the framework's utility. 

4. Conclusion 

Using cloud computing, the system combines and analyses 

agricultural data from numerous sources, boosting the 

scalability, flexibility, cost-effectiveness, and 

maintainability of solutions. Incorporating, analysing, and 

visualising data is simplified with the use of the 

framework's predetermined cloud-based service 

infrastructure. The first layer is the Data layer, Data 

including insect spreading data, weather data, water sample 

data, linked data, and document files are stored in the 

second layer. In order to provide effective data 

management and retrieval, it also comprises services like 

IoT, data extraction, and unique data extraction and 

integration service.Several use cases have been used to 

demonstrate the framework and assess its efficacy. This 

study focuses on two such use cases, each of which is 

based on a different set of services from the proposed 

architecture and reflects a different set of data integration 

requirements. Take the case of an India programme 

designed to monitor the spread of RPW as an illustration. 

This example shows how an ETL process may use a GIS 
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service for data integration and how online data can be 

utilised with a decision support system to help with 

pesticide consumption. Additionally, sensor data analysis 

and plot-specific watering recommendations may be done 

using ML models. 

Some cloud-based frameworks [16[The proposed 

framework] attempts to give a thorough description of the 

functional aspects required for data integration and 

analysis, while as much as possible abstracting particular 

technologies. This practical information comes from both 

the ground up and previous books. (through actual 

experiences of applying the framework to real-world use 

cases) and the top down (via a comprehensive literature 

analysis, interviews, and surveys). We believe the 

framework's features will be adequate for developing the 

vast majority of cloud-based agriculture apps. 

Our efforts double the original worth. To begin, more 

scenarios needing multi-source data integration can benefit 

from the proposed architecture and its implementation, as 

indicated by the two use examples. The framework 

encourages farmers to work together and makes it possible 

to integrate data across agricultural systems. Secondly, our 

research adds to the body of knowledge on how cloud 

computing can be used to unify different types of 

agricultural data. The proposed approach utilises cloud 

computing for the integration of data. When it comes to 

cloud computing and storage, customers may "pay as they 

go," eliminating the need to fork over a large sum of 

money up front for costly gear and software. Since cloud-

based solutions allow for the nearly immediate addition of 

resources like processor speed, data storage space, and 

network throughput, they are more adaptive and 

expandable as well. Cloud computing offers advantages 

beyond the pest control and sensor-based irrigation sectors 

by enabling customers to outsource IT infrastructure 

maintenance to other vendors. It may incorporate 

information from agricultural information systems, 

including plant disease monitoring, satellite crop yields, 

and weather predictions, improving overall effectiveness 

and efficiency., it is vital to have a system that can scale to 

accommodate growing data volumes while being cost-

effective and easy to use. Keep in mind that farmers can 

already be using agricultural cloud services (SaaS) that 

facilitate data collecting and decision making. These 

services often have their own application programming 

interfaces (APIs) that facilitate integration. By integrating 

and using current services, cloud computing may 

considerably help in the development of new agricultural 

data integration services, improving farmers' capacity to 

share data and facilitating supply chain cooperation. The 

ability to integrate data is a major factor in this. Several 

common farming situations might benefit economically 

from this ([17], [18]). The design of cloud-based 

agricultural services may provide network effects that raise 

the platform's value for all users. The framework will 

generate new agricultural services, data products, and 

information as more people join and utilise it. The rise of 

cloud-based agricultural services is anticipated to increase 

their use and advantages for farmers and stakeholders. 

Positive feedback is anticipated to contribute to this 

growth. 
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ABSTRACT 
In the realm of smart agriculture, the pursuit of efficiency and intelligence in physical farm management has 

paved the way for transformative advancements. While this paradigm shows immense promise, its progress has 

been hampered by the constraints of conventional data collection methods. In response, a shift towards innovative 

solutions is imperative to overcome the existing challenges. One such solution, Mobile Crowd Sensing (MCS), 

offers a trifecta of advantageous attributes: cost-effectiveness, scalability, and robust mobility. 

As the Internet of Things (IoT) matures into a tangible reality, smartphones are permeating even the remotest 

corners, contributing to the widespread availability of necessary technology infrastructure. This convergence of 

MCS attributes and accessible plug-and-play resources has catalysed a new era in smart agriculture. This 

synthesis extends a multitude of novel avenues at the application level, effectively redefining agricultural 

practices. 

This paper undertakes a comprehensive evaluation of Agriculture Mobile Crowd Sensing (AMCS), casting a 

discerning light on data collection paradigms specific to agriculture. Through meticulous scrutiny, we present a 

juxtaposition with existing agricultural data collection solutions, ultimately demonstrating that AMCS offers 

pronounced advantages. These advantages include heightened flexibility, implicit data aggregation, and cost-

effectiveness. Nonetheless, it's essential to acknowledge that while AMCS holds great potential, there exist 

considerations regarding data integrity and quality that must be addressed in future endeavours. 

With an in-depth analysis of the challenges and prospects that characterize MCS-enabled agriculture, we present 

six prospective applications of AMCS in this domain. Each application marks a distinctive pathway towards the 

fusion of technology and agriculture, culminating in a more sustainable and effective landscape. In conclusion, 

this study advocates for an exploration of the evolving agricultural landscape, with a strategic focus on key 

characteristics such as seasonality and regionality. Through such research, a future enriched by data-driven 

cultivation practices awaits, providing a blueprint for redefining agriculture's future trajectory. 

Keywords: Mobile Crowd Sensing, Data Collection, Smart Agriculture, Internet of Things 

1. INTRODUCTION 

In the domain of smart agriculture, the convergence of Big Data technology and mathematical models holds the 

potential to revolutionize agricultural production. By adeptly analyzing substantial volumes of data, this 

technology offers farmers invaluable insights without necessitating the intervention of dedicated specialists. This 

approach proves particularly promising in addressing persistent challenges, such as the predicament of 

unmarketable agricultural products due to a lack of seamless information exchange between farmers and 

consumers [1]. 

Within the realm of agricultural data acquisition, two predominant methods have emerged: a) Site survey 

conducted by specialized professionals [2], and b) Sensing technology hinged on the Space-Air-Ground 

Integrated Network (SAGIN) [3]. However, both these approaches, despite their merits, prove to be inadequately 

feasible and scalable within the contemporary and future agricultural landscape. For instance, the site survey 

method, albeit valuable, falls short of compatibility with the tenets of Big Data technology. It's labour-intensive, 

time-consuming, and primarily samples localized data, rendering it unsuitable for large-scale insights. On the 

mailto:abhi.sam83@gmail.com
mailto:drgangelineprasanna@gmail.com
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other hand, while the SAGIN approach exhibits potential, it grapples with significant limitations. The deployment 

and operational costs are prohibitively high, and it lacks the flexibility and scalability crucial for addressing the 

evolving needs of modern agriculture. 

In response to these challenges, this study introduces a platform that evaluates and proposes novel data collection 

methodologies to surmount the aforementioned limitations. At the heart of this endeavour lies the concept of 

Mobile Crowd Sensing (MCS), a technique hinging on the participation of a multitude of individuals equipped 

with mobile devices such as smartphones and wearables. These devices are imbued with the capability to sense 

and share pertinent information, collectively engaging in the execution of extensive and intricate sensing tasks. 

MCS embodies three pivotal attributes: cost-effectiveness, scalability, and mobility [4]-[7]. 

Recent years have witnessed a surge in research interest surrounding existing MCS systems, wherein various 

approaches are explored to enhance the accessibility of MCS technology for diverse application scenarios. In this 

context, this work endeavours to contribute by evaluating and proposing innovative data collection methodologies 

that transcend the limitations of current approaches. Through a fusion of technological prowess and agricultural 

insights, this study envisions a harmonious future where the barriers between data, technology, and agricultural 

progress are transcended, and smart farming realizes its full transformative potential. 

The realm of Mobile Crowd Sensing (MCS) has found diverse and impactful applications across multiple sectors, 

as categorized below: 

Environmental Monitoring: MCS is harnessed to monitor environmental data critical for sustainable urban 

development. Solutions like CrowdRecruiter [8] optimize participant selection to minimize incentive payments 

while ensuring probabilistic coverage. GRC-Sensing [10] tracks noise pollution, while Urban Safety [11] gathers 

information about damaged urban infrastructure. SenSquare [24] evolved into a versatile system that handles 

heterogeneous data and offers visual programming plugins [26]. 

Disaster Prediction: MCS aids in predicting large magnitude earthquakes to mitigate potential devastation. 

MyShake [15][16] employs smartphone accelerometers for earthquake early-warning systems. 

Social Networking: MCS data aids in enhancing social network services. TrackMaison [17][18] monitors 

smartphone users' social behavior through data usage, location, usage frequency, and session duration. 

Living Service: MCS enhances citizens' quality of life by providing real-time insights. CrowdQTE [9] leverages 

sensor-enhanced mobile devices to offer queue time information. Mobibee [19] enables indoor localization by 

incorporating user-contributed data. WasteApp [22] aids in recycling waste, and MCNet [23] measures wireless 

performance. 

Urban Management: MCS improves urban management, including traffic control. The CREAM system [12] 

facilitates timely traffic management responses, and SafeStreet [21] detects road anomalies for safer driving. 

Health Care: MCS contributes to healthcare with solutions such as Track-YourTinnitus [13][14], revealing 

insights on tinnitus treatment via data analysis and visualization. CovidSens [28] monitors COVID-19 

propagation through GPS, microphone, and camera. 

Other: The diversification of crowdsensing applications led to the creation of an operating system, CrowdOS 

[27], addressing challenges in maximizing sensing resource utility. 

Through comprehensive evaluation, it becomes evident that MCS has permeated various domains, resulting in 

research advancements focusing on participant selection, task allocation, incentive strategies, data mining, 

visualization, and privacy protection. This involvement predominantly encompasses the smart city domain, 

wherein citizens play a pivotal role in sensing tasks. Notably, the agricultural sector has not fully embraced MCS 

technology, and farmers are yet to participate in MCS campaigns. However, with smartphone ownership on the 
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rise even in underdeveloped countries, farmers equipped with smart devices possess the potential to contribute 

valuable agricultural data, owing to their participation throughout the agricultural production process. 

Motivated by these insights, there is a compelling aspiration to bridge the gap in agricultural data collection 

systems, particularly addressing the shortcomings of the Space-Air-Ground Integrated Network (SAGIN). Given 

the prevalence of smartphones among farmers and their active involvement in agricultural endeavours, the 

integration of MCS technology holds promise for filling the void left by existing systems. The aim is to harness 

MCS to amplify agricultural data collection, embracing the dynamic landscape of smart agriculture and 

facilitating the seamless exchange of valuable insights. 

2. Data collection in smart agriculture 
The diverse landscape of agricultural industries encompasses various factors of production, including farming, 

stockbreeding, forestry, aquaculture, and sideline activities. While each industry follows a distinct production 

process, they collectively generate a plethora of data. In this section, we delve into the context of farming to 

explore the manifold data types and dissect the existing data collection systems. 

2.1. Data Varieties in Farming 
Agricultural production forms a comprehensive chain, yielding copious data types that underpin informed 

decision-making. This process unfurls across three pivotal phases: Pre-Production, In-Production, and Post-

Production. These phases encompass an array of production links, such as production preparation and farmland 

management, forming the bedrock of agricultural data diversity. 

Pre-Production Phase: The inherent time constraints in this phase impel swift decisions, including crop selection 

and planting plans. These choices significantly hinge on the feedback gleaned from previous year's market sales, 

wielding substantial influence on the ultimate harvest outcomes. 

In-Production Phase: With dynamic weather changes dictating the course, farmers wield Agricultural 

Technology to dynamically manage crops in response to shifts in rainfall, temperature, and humidity. Strategies 

like irrigation and pesticide application are meticulously employed to optimize crop yield. 

Post-Production Phase: The culmination of the agricultural process sees harvested crops navigating through 

transportation, storage, and sales, culminating in consumption or disposal, especially when shelf life is exceeded. 

2.2. Existing Data Collection Methods 
Space-Air-Ground Integrated Network (SAGIN): The advancement of sensing technologies, encompassing 

remote sensing and wireless sensing, has ushered in the era of the Space-Air-Ground Integrated Network 

(SAGIN). This comprehensive system significantly enriches agricultural information acquisition, enhancing the 

accuracy of farmland management through precise growth data. SAGIN comprises three integral components: 

Space: Remote Sensing Satellites (RSSs) capture agricultural environmental data through imagery. This involves 

the adoption of 3S technology, comprising Remote Sensing (RS), Geography Information Systems (GIS), and the 

Global Positioning System (GPS). 

Air: Unmanned Aerial Vehicles (UAVs), including specialized agricultural aircraft, play a pivotal role in 

gathering specific information from target areas. These vehicles are equipped with sensors like hyperspectral 

cameras to yield detailed insights. 

Ground: The realm of Wireless Sensor Networks (WSNs) encompasses deployed wireless sensors utilizing 

diverse protocols like Zigbee, Bluetooth, and Lora. These networks collect on-ground data, encompassing 

temperature and humidity among other parameters. 

Crowdsourcing (CS): In regions constrained by resources, the power of community-driven participation comes 

to the fore through Crowdsourcing (CS). This approach leverages extensive user engagement for data collection. 

In settings with limited surveillance capacity, as seen in developing countries, CS provides real-time surveillance 
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data on disease and pest incidence. A prime example is a study that employed CS to furnish critical insights into 

viral disease and pest prevalence. This data underpins the eventual development of an automated diagnostic tool 

for cassava diseases, alongside a real-time disease map. 

 
Figure 1: Types of data used in agricultural production 

2.3. Comparison 
An all-encompassing comparison of data collection methods unfolds through a prism of seven pivotal factors. 

Comparing AMCS with Existing Methods: A comprehensive assessment involving AMCS (Agriculture Mobile 

Crowd Sensing), alongside other prevalent methods, encompasses crucial considerations: 

Data Granularity: The resolution of sensing equipment profoundly influences data granularity. WSNs, CSs, and 

AMCSs excel in obtaining fine-grain data within close ranges. In contrast, RSSs and UAVs exhibit comparatively 

lower resolution, attributed to remote sensing technology. 

Flexibility: The realm of flexibility, encompassing mobility and expansibility, is illuminated. While RSSs offer 

global coverage, their deployment remains inflexible. UAVs exhibit dynamic potential through adaptable sensor 

configurations. WSNs, though expandable, lack mobility. In contrast, CSs and AMCSs boast flexibility enabled 

by smart device interfaces, and participant mobility facilitates data acquisition in specific areas. 

Data Integrity: RSSs, UAVs, and WSNs ensure comprehensive data collection through their respective 

technologies. In the context of CS and AMCS campaigns, incomplete tasks can lead to partial data gaps. 

Data Quality: Professional equipment underpins the reliability of data collected by RSSs, UAVs, and WSNs. 

Data collected through CS and AMCS campaigns may be subject to user-driven variations, challenging data 

quality assurances. 

Implicit Data Collection: CS and AMCS both facilitate unstructured data collection, notably in the pre-

production and post-production phases. This bridges the physical and digital realms, facilitating the seamless 

sharing of data across the entire agricultural industry chain. 
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Cost: AMCS stands as a cost-effective approach, leveraging equipped smart devices to complete sensing tasks 

without the burden of deployment and maintenance costs. It is imperative to note that CS campaigns may 

necessitate the provision of extra equipment for users, introducing additional expenses compared to AMCS. 

 
Figure 2: Incorporating AMCS into SAGIN to enhance the effectiveness of data gathering in agricultural 

production. 

In juxtaposition with RSSs, UAVs, and WSNs, AMCS shines brightly, exemplifying enhanced flexibility, implicit 

data acquisition, and cost-effectiveness. However, it remains vital to acknowledge AMCS's limitations in terms of 

data integrity and quality. Hence, AMCS emerges as a crucial tool for acquiring agricultural data, augmenting the 

efficiency of data collection across varied agricultural applications. Rather than entirely replacing the SAGIN 

system, AMCS's strengths can complement the existing structure. Notably, comparing AMCS with CS highlights 

two significant advantages: participant selection based on location and the convenience of participation through 

users' mobile devices. In contrast, CS campaigns often require artificial offline recruitment and equipment 

provision, presenting a stark contrast to AMCS's dynamic and user-centric approach. Moreover, employing 

farmers' smartphones for data collection promises further cost reduction. 

The comparison presented in this section underscores the importance of AMCS in revolutionizing the data 

collection landscape within the agricultural domain. While each method brings unique advantages, the flexibility, 

cost-effectiveness, and implicit data gathering prowess of AMCS make it a pivotal tool for enhancing agricultural 

efficiency and decision-making. 

3. Enabling the Synthesis of AMCS with Agriculture 
While the benefits of AMCS over existing data collection systems have been illuminated, it's imperative to delve 

into the practical integration of AMCS within the agricultural realm. This section meticulously examines the 

pivotal facets of combining AMCS with agriculture, scrutinizing the fourfold factors delineated in Figure 3. 
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Figure 3: The pivotal element of integrating AMCS into agricultural operations 

3.1. Abundance of Potential Users 
Recent data from The World Bank in 2019 underscores the substantial employment within the agriculture sector, 

particularly pronounced in developing countries where the proportion of agricultural employment often exceeds 

25% of the total workforce. Remarkably, even in highly developed agricultural nations like the USA, over 3 

million individuals are engaged in agriculture, many of whom possess smartphones. Consequently, this vast 

workforce emerges as a prime pool of potential users for AMCS to engage in the collection of agricultural data. 

3.2. Flourishing Agriculture-Related APPs 
A proliferation of agriculture-related applications, predominantly based on Android and iOS operating systems, 

has pervaded agricultural production. These applications facilitate the utilization of smartphones for data 

collection across various facets of agriculture. Illustratively, a study engineered an application to analyze 

brightness through smartphone cameras, while another harnessed mobile phones as soil colour sensors. The user-

friendly nature and practicality of these applications enhance their adoption, generating substantial datasets. 

Hence, the presence of well-developed applications forms an indispensable prerequisite for the effective 

deployment of AMCS. 

2.3. Harnessing Farmer Expertise 
Farmers, steeped in the intricacies of agriculture, possess a wealth of professional knowledge that lends itself to 

precise agricultural data collection. Their profound understanding of agricultural nuances empowers them to 

contribute accurate and meaningful data. For instance, when capturing images of novel plant diseases, farmers can 

enrich data sets by adding descriptions drawn from their experiential insights. In this symbiotic exchange, the 

synergy of AMCS and farmer expertise fosters a deep integration of technology into agricultural practices. 

2.4. Synergistic Agribusiness-Farmer Collaboration 
Agribusinesses, acting as primary custodians of agricultural data, frequently establish symbiotic relationships with 

farmers to propel new product and technology adoption while bolstering farmer incomes. These collaborations 

serve as a conduit to convert farmers into AMCS users. Building on existing partnerships, farmers exhibit greater 

enthusiasm in sharing valuable data, underpinned by the assurance of mutual benefits. In turn, agribusinesses 

glean reliable insights into their products and technologies, establishing a virtuous feedback loop. This 
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cooperative interplay between agribusinesses and farmers serves as a potent catalyst in facilitating the application 

of AMCS within agriculture. 

The synthesis of AMCS within the agricultural domain hinges on strategic factors. By tapping into the extensive 

workforce of potential users, capitalizing on the proliferation of agriculture-related applications, harnessing 

farmer expertise, and fostering collaborative ties between agribusinesses and farmers, AMCS gains a robust 

foothold within agriculture. This symbiotic fusion not only revolutionizes data collection but also catalyses the 

evolution of smart agriculture into an even more dynamic and efficient sphere. 

4. Unleashing the potential of AMCS: application prospects 
In light of the current landscape of agricultural production, we envision a spectrum of six compelling applications 

propelled by AMCS, as illustrated in Figure 4. 

 
Figure 4: Six possible uses of the AMCS 

4.1. Precision Cultivated Area Measurement 
A paramount concern for agricultural policy formulation is the accurate prediction of cultivated area expansion or 

contraction. While 3S technology enables rough measurements of large-scale farmland, it falters in small-scale 

scenarios due to error intolerance and exorbitant costs. Enter AMCS-equipped farmers, who, traversing the 

perimeters of cultivated land, can perform fine-grained measurements. Subsequent calibration ensures precision, 

thereby enhancing the determination of planting area, crop yield, and variety, yielding more accurate insights into 

agricultural landscapes. 

4.2. Empowering Meteorological Disaster Insights 
Agricultural meteorological catastrophes, encompassing floods, frosts, snowstorms, and hail, exact severe tolls on 

crop productivity, resulting in substantial economic losses. During these crises, comprehensive emergency 

information assumes paramount importance for government intervention and agricultural insurance compensation. 

Farmers, functioning as eyewitnesses, offer detailed disaster insights, augmenting the quality of data garnered by 

Remote Sensing Satellites (RSSs) and fostering more informed disaster management decisions. 
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4.3. Crowdsourced Pest and Disease Surveillance 
Pests and diseases incessantly plague crop production, incurring substantial losses. Traditionally, researchers 

invest significant resources in field visits to procure images of these afflictions. Harnessing the expertise of 

farmers in identifying these issues can revolutionize data collection. Furthermore, existing Android-based apps, 

such as, designed to recognize pests and diseases, could synergize with MCS technology, optimizing the 

collection of requisite images. This fusion not only expands the dataset but also enables the study of pest 

migration patterns through recorded photographs. 

4.4. Informed Production Planning 
A glaring issue in agriculture is the generation of unmarketable produce, straining resources and finances. 

Farmers, often driven by the anticipation of high demand, produce surplus, resulting in wasted resources. 

Similarly, disjointed information flow among farmers, merchants, and consumers hampers the supply-demand 

equilibrium. Herein lies the significance of shared data during production. Collaborative data exchange between 

stakeholders could mitigate the problem of unmarketable agricultural goods, streamlining production for optimal 

resource utilization. 

4.5. Intelligent Agricultural Machinery (IAM) Synergy 
In contrast to traditional farming machinery, Intelligent Agricultural Machinery (IAM) integrates wireless sensors 

for precision operations. This paradigm shift allows the collection of vital data—fertilization and seeding 

quantities, for instance—enabling farmers to assess IAM performance. Capitalizing on smartphone computational 

prowess, farmers can visualize received data from wireless sensors, while archiving it for historical analysis and 

storage. This convergence of IAM and AMCS ushers in a new era of cooperative sensing. 

4.6. Fruit Quality Authentication 
The evolution of sensing technology has endowed smartphones with formidable capabilities. Notably, 

smartphones with house miniature molecular spectroscopy sensors that capture spectral data, facilitating 

assessments of fruit attributes like sweetness and moisture. Capitalizing on these parameters, researchers can 

delve deeper into fruit quality evaluation, enhancing both the understanding of fruit parameters and early growth 

monitoring. Farmers, empowered with timely insights, can dynamically adapt management strategies for optimal 

yield enhancement. 

AMCS's potential applications are both diverse and transformative. Through precision measurement, disaster 

insights, pest surveillance, production optimization, IAM collaboration, and fruit quality authentication, AMCS 

seamlessly integrates into diverse facets of agriculture, amplifying productivity and efficiency while elevating 

agricultural practices to new heights. 

5. Unveiling unresolved AMCS research agendas in agriculture 
Intricately interweaving practical applications with the unique nuances of agriculture and rural settings unveils a 

range of specific research conundrums within the realm of AMCS. 
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Figure 5: Unresolved research challenges 

This section encapsulates the agrarian fabric's quintessence before expounding on research connotations, as 

depicted in Figure 5. 

5.1. Unveiling Agricultural Traits 

The distinctive features characterizing agriculture underpin the contrasts between AMCS and other MCS 

paradigms, notably: 

Seasonality and Regionality: Agriculture dances to nature's tune, marked by the ever-changing environment—
summer's rainfall, winter's snowfall. The geographical disparities further paint unique patterns—wheat in China's 

north, rice in its southern expanse. 

Diverse Species and Multifaceted Data: The array of species heralds a multidimensional data landscape, 

sparking diverse application contexts. This heterogeneity poses challenges in data transmission, visualization, and 

amalgamation. 

Uneven Base Station Deployment: Sparse base station distribution in rural terrains stems from low population 

densities, culminating in irregular network coverage and unstable connections. This scarcity negatively 

reverberates onto GPS precision. 

Villager Residences: Farmers' domicile in rural hamlets engenders intermittently unreachable areas during off-

farming periods. This temporal-spatial skew imperils uniform sensing task completion, hindering data sufficiency. 

5.2. Pervasive Research Pursuits 

Task Allocation in Multiconstraint Scenarios: Task quality constitutes a linchpin in MCS, embracing coverage-

cost equilibrium and duration management. In the agricultural spectrum, fresh constraints emerge—monitoring 

migratory pest trajectories necessitates extensive coverage and data finesse, constrained by seasonal pest 

migration and multi-objective task alignment. 

Data Transmission Optimization: The convergence of species diversity and irregular 4G base stations invokes 

factors influencing data transmission strategy: signal strength variations (average, weak, or null), urgency-
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mandated real-time or delay-tolerant transmission, optimal transmission mode selection (4G, 5G, Wi-Fi), and 

accommodation of heterogeneous data types (text, sound, image). 

Incentivizing Mechanisms in Accordance with Task Complexity: Task intricacy manifests in remote, 

inaccessible locations, and data-intensive tasks. Incentives aligning with complexity—remote tasks and data-rich 

ventures—propel farmer involvement, while calibrated rewards encourage participation in demanding 

endeavours. 

Data Quality Appraisal Weighing Information Priority: In the absence of benchmarks, prior research gauged 

MCS data quality based on context, disregarding GPS accuracy. Given agriculture's dependency on precise 

location data, GPS data quality evaluation becomes pivotal, considering factors like satellite coverage, base 

station distribution, and signal interference. 

Personalized Privacy Measures in Sensitive Scenarios: In this transition from citizen-centric MCS to farmer-

engaged AMCS, privacy safeguards assume distinct forms. The overlap of field monitoring and data collection 

jeopardizes privacy, potentially deterring farmer participation. Striking a balance between data necessity and 

privacy preservation becomes pivotal. 

Data Calibration via MCS-Driven Computing: Smartphones, while practical, introduce data aberrations due to 

non-standard user conduct, sensor accuracy, and device variability. Augmenting smartphone processing power 

with calibration algorithms holds promise to match traditional equipment's precision, ensuring data accuracy and 

reliability. 

In Essence, inextricably linked to agrarian dynamics, AMCS unravels a tapestry of research puzzles. Seasonality, 

diversity, technology limitations, rural habitats—each facet paints a distinctive canvas. From task allocation and 

data transmission to privacy preservation and data calibration, these challenges call for innovative solutions in the 

context of modern agriculture. 

6. Implementing Agriculture Mobile Crowd Sensing (AMCS) 
Let’s discuss how we could implement the concept of Agriculture Mobile Crowd Sensing (AMCS) using Python: 

Create Sensor Class: 
Define a Sensor class to represent individual sensors. Each sensor should have attributes like sensor_id and 

methods to collect data. 

Create Farm Class: 

Define a Farm class to represent farms. Farms can have multiple sensors. Implement methods to collect data from 

all sensors in a farm. 

Create AMCS Class: 

Create an AMCS class that manages multiple farms. Implement methods to collect data from all farms. 

Data Collection Simulation: 

Simulate data collection by creating instances of the AMCS class and using its methods to collect data. You can 

use random data generation for demonstration purposes. 

Data Aggregation: 

Implement data aggregation logic to aggregate data collected from different farms and sensors. This could involve 

processing, filtering, and combining data. 

Communication and Storage: 
Implement data communication and storage mechanisms. This could involve sending data to a server or a 

database for further processing and analysis. 

 



ISSN: 2752-3829  Vol. 3 No.2, (December, 2023)  

 

Stochastic Modelling and Computational Sciences 
 

 

Copyrights @ Roman Science Publications Ins.                                    Stochastic Modelling and Computational Sciences   

  

 

 902 

 

User Interface: 

Developing a user interface that allows users (farmers or researchers) to interact with the system, view collected 

data, and manage tasks. 

Error Handling and Quality Control: 

Implement mechanisms to handle errors, ensure data quality, and address data integrity issues that might arise 

during data collection. 

Testing and Refinement: 
Test your implementation thoroughly, identify any issues or bugs, and refine the system based on feedback and 

testing results. 

6.1. AMCS python script (AMCS.py): 
class Sensor: 

def __init__(self, sensor_id, sensor_type): 

self.sensor_id = sensor_id 

self.sensor_type = sensor_type 

class Farm: 

def __init__(self, farm_id, location): 

self.farm_id = farm_id 

self.location = location 

self.sensors = [] 

def add_sensor(self, sensor): 

self.sensors.append(sensor) 

class AMCS: 

def __init__(self): 

self.farms = [] 

def add_farm(self, farm): 

self.farms.append(farm) 

def collect_data(self): 

# Simulate data collection process 

data = [] 

for farm in self.farms: 

for sensor in farm.sensors: 

data.append(f"Data from Farm {farm.farm_id}, Sensor {sensor.sensor_id}: {sensor.sensor_type}") 

return data 

def add_sensor_to_farm(self, farm_id, sensor): 

for farm in self.farms: 
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if farm.farm_id == farm_id: 

farm.add_sensor(sensor) 

break 

class UserInterface: 

def __init__(self, amcs): 

self.amcs = amcs 

def run(self): 

print("Welcome to the AMCS User Interface!") 

while True: 

choice = input("Select an option:\n1. Add Farm\n2. Collect Data\n3. Exit\n") 

if choice == "1": 

farm_id = input("Enter Farm ID: ") 

location = input("Enter Farm Location: ") 

farm = Farm(farm_id, location) 

self.amcs.add_farm(farm) 

print(f"Farm {farm_id} added successfully!") 

elif choice == "2": 

data = self.amcs.collect_data() 

print("Collected Data:") 

for item in data: 

print(item) 

elif choice == "3": 

print("Exiting...") 

break 

else: 

print("Invalid choice. Please select a valid option.") 

if __name__ == "__main__": 

amcs_system = AMCS() 

user_interface = UserInterface(amcs_system) 

user_interface.run() 
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6.2 Module implementation 

 
Figure 6: AMCS UI module 

 
Figure 7: AMCS UI for data collection 

 
Figure 8: AMCS data processing module 
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Figure 9: AMCS sensor data representation module 

 
Figure 10: AMCS farm data module 

 
Figure 11: AMCS communication and storage module for remote communication 

7. Conclusion and insight: forging smarter agriculture with AMCS 
In the landscape of smart agriculture, where intelligence converges with agriculture's core, the invention of 

advanced technologies such as Big Data and the Internet of Things augments agricultural production and begets a 

realm of research and applications—Agricultural Big Data being one such front. Yet, the domain grapples with 

pertinent limitations in data collection, spanning cost, scalability, data granularity, and flexibility. This paper, in 
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its resolute quest for solutions, illuminates the integration of Mobile Crowdsensing (MCS) within the smart 

agriculture domain—a novel trajectory ripe with promise. 

The journey finds AMCS not confined to smartphones' traditional communication realm but metamorphosed into 

a potent agricultural management tool, catalysing production management and augmenting farmer livelihoods. 

The discourse expands and rejuvenates AMCS, bolstering its utility and broadening its horizons. Through the 

prisms of abundant potential users, the ubiquity of developed agriculture-centric apps, farmers' experiential 

insights, and the symbiotic rapport between agribusiness and farmers, AMCS's viability and impact gain 

validation. 

In culmination, this expedition not only envisions the manifold potential applications of AMCS but, in identifying 

nascent research challenges, propels the endeavour towards an intellectually rich trajectory. The voyage 

engenders the following insights: 

Farmers' Tech Eminence: The farmer's toolkit encompasses more than just implements—it resonates with 

innovation and connectivity. Smartphones metamorphose into tools for empowerment and informed decision-

making. 

AMCS's Amplified Concept: The paper casts AMCS in a broader light, infusing it with heightened relevance 

and effectiveness. Through its keen insights, AMCS stands poised as an indispensable agricultural tool. 

Feasibility & Collaborative Synergy: By underscoring the confluence of potential users, app-driven 

accessibility, farmers' expertise, and synergistic industry collaboration, the paper firmly underscores AMCS's 

promise. 

Embarking on Pathways of Innovation: This journey doesn't merely present solutions—it beckons to a future 

rife with innovative applications and burgeoning research frontiers. It beckons a concerted exploration into the 

domain's potential. 

Thus, this endeavour breathes life into the vision of not just a smarter agriculture, but one imbued with 

collaboration, empowerment, and a profound technological tapestry. As this paper concludes, it ushers in an era 

where AMCS stands poised to harness collective intelligence, drive precision in agricultural practice, and usher in 

a new age of symbiotic growth—catalysing a harmony between human acumen and technological prowess. 
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Abstract— If weed growth is not controlled, it can have a devastating effect on the size and quality of a harvest. Unrestrained pesticide use 

for weed management can have severe consequences for ecosystem health and contribute to environmental degradation. However, if you can 

identify problem spots, you can more precisely treat those areas with insecticide. As a result of recent advances in the analysis of farm pictures, 

techniques have been developed for reliably identifying weed plants. . On the other hand, these methods mostly use supervised  learning 

strategies, which require a huge set of pictures that have been labelled by hand. Therefore, these monitored systems are not practicable for the 

individual farmer because of the vast variety of plant species being cultivated. In this paper, we propose a semi-supervised deep learning method 

that uses a small number of colour photos taken by unmanned aerial vehicles to accurately predict the number and location of weeds in 

farmlands. Knowing the number and location of weeds is helpful for a site-specific weed management system in which only afflicted areas are 

treated by autonomous robots. In this research, the foreground vegetation pixels (including crops and weeds) are first identified using an 

unsupervised segmentation method based on a Convolutional Neural Network (CNN). There is then no need for manually constructed features 

since a trained CNN is used to pinpoint polluted locations. Carrot plants from the (1) Crop Weed Field Image Dataset (CWFID) and sugar beet 

plants from the (2) Sugar Beets dataset are used to test the approach. The proposed method has a maximum recall of 0.9 and an accuracy of 85%, 

making it ideal for locating weed hotspots. So, it is shown that the proposed strategy may be used for too many kinds of plants without having to 

collect a huge quantity of labelled data. 

Keywords- Artificial intelligence, convolutional neural networks, machine learning, precision agriculture, semi-supervised learning. 

 

 

I.  INTRODUCTION  

When considering the importance of industries for human 

existence, agriculture remains at the top of the list. There has 

been significant progress in farming equipment in recent years. 

In farming, weeding refers to the process of removing or 

treating undesired vegetation. Weeds can compete with your 

crops for resources like water, fertiliser, and natural light, so it's 

essential to keep weeds under control. For this reason, their 

deliberate removal is required to guarantee a high-quality 

harvest [1, 2]. But the usual practise of using agrochemicals to 

treat all farms the same way to kill weeds is ineffective and can 

hurt soil biodiversity, the quality of fresh water, and human 

health. Rather than using substances to kill the weeds could try 

hand-weeding. Even though this way of carrying out things 

gets the job done, it takes a lot of time and work. By definition, 

"precision agriculture" is a "management approach that takes 

into account temporal and geographical variability to improve 

agricultural productivity over the long term." [3]. Precision 

agriculture is often used to find weeds, check the health of 

crops and soil, control operations like tillage, sawing, 

mechanical weeding, and fertiliser distribution, estimate crop 

output, find fruits and vegetables, and pick them[4]. It has been 

demonstrated that autonomous robots can be used for chemical 

weeding of weed plant patches [5,6]. These robots utilise 
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machine vision and other detection and localization methods to 

focus in on and eradicate undesirable plant life.  

There are four primary steps make up a traditional image 

processing-based weed detection method: pre-processing, 

segmentation, feature extraction, and classification. In pre-

processing, the input image is prepared for segmentation by 

applying various image enhancement techniques, such as a 

change to the colour space. Afterward, a segmentation 

technique is used to separate the enhanced image into a 

foreground and a background. The two most common kinds of 

this procedure are index-based segmentation and learning-

based segmentation. The index-based technique differentiates 

between plant and background by comparing the intensity 

value of each pixel to a threshold setting. This approach is 

notoriously unreliable due to factors such as overlapping crop 

and weed plants and fluctuating lighting conditions [7,8]. In 

order to accurately identify the vegetation, it has been shown 

that learning-based techniques are better [2]. In segmentation, a 

plant mask is made, and its parts could be crop pixels or weed 

pixels. This is why a feature vector is made by hand using the 

biological shape, spectral properties, visual textures, and 

geographical settings of food plants and weed plants. The 

feature vectors are then sent into a classifier, which decides 

whether or not the segmented plant in question is in fact a 

weed. Conventional weeding methods have a number of 

drawbacks, including the necessity for a lot of manual labour 

and the expense and inconvenience of chemical spraying. 

Because they rely on human-created features, however, these 

techniques can only be employed with a limited number of 

plant species or invasive weeds. Deep learning-based 

techniques [10] have been proposed in recent years as a means 

of eliminating the need for such characteristics. 

Most of these methods, however, are supervised, which 

means that they need a lot of training data. This means that they 

can only be used on a small group of crops and weeds. It is 

hard to create a strong, scalable vision system for the 

independent robots as a result of factors such as 1) various 

kinds of lighting, 2) weed and crop plants that overlap and hide 

each other, 3) different weed densities, and 4) different types of 

crops and weed plants. For the supervised learning method to 

work, labelled data is also very important. By looking at the 

sorts of weeds included in the image, a species name may be 

assigned to the complete picture [11]. This approach may 

identify weeds in the field, but it can't tell how many there are. 

This study comes up with a way to figure out how many weeds 

there are and where they are without having to label each pixel. 

Our study looks at a semi-supervised method for weed 

localization and density estimates with the goal of reducing the 

amount of human annotation needed to train deep networks. By 

using less data-intensive segmentation networks, we may be 

able to speed up adoption for a wider range of crop/weed types 

and settings.  

Our main goal is to make a semi-supervised decision-

support system that can successfully predict where and how 

many weeds are from a single colour picture taken by a self-

driving robot. Our main focus is not on pixel-level 

segmentation, but on the more basic question of whether or not 

pesticides deserve to be used specifically in specific regions. 

Either the weed's expected spread or its location and density 

can be used to figure this out. By applying the proposed 

approach, sources of weed damage can be found accurately. 

Find out how many weeds there are in the affected areas.  

Because it doesn't depend on pixel-by-pixel annotations like 

standard end-to-end deep learning segmentation networks, it is 

more scalable and can be used in more places.  

To determine if a picture is background or vegetation, the 

suggested technique uses an unsupervised Convolutional 

Neural Network. Neither only that, but the proposed approach 

identifies as background every pixel that is not ground or a 

plant. The vegetation mask is applied on top of the tiled parts of 

the input colour image. Next, the algorithm labels each tile that 

is covered by plants as either a weed or a crop. Unlike prior 

image-based approaches to weed classification, the proposed 

method does not rely on manually created attributes. Also, the 

proposed answer does not need a lot of segmentation tagging of 

crop and weed plant pixels, like the methods in [10], [12]. 

II. RELATED WORKS 

Here, we'll take a quick look back at both traditional and 

modern approaches to weed categorization in photos using 

deep learning. The latest advancements in deep learning have 

been applied to precision agriculture, allowing farmers to avoid 

the pitfalls of older methods. In [13], the most recent 

applications of deep learning to agricultural problems such 

weed identification, land cover classification, and fruit counting 

are outlined. 

A. Supervised Technique 

Recent years have seen state-of-the-art outcomes for 

applications such as autonomous driving achieved through the 

application of deep learning techniques to challenging datasets. 

Yet, they are generic in that they may be used with many 

different kinds of things. Class management is minimal while 

doing weed identification and mapping. Several research [10] 

propose an end-to-end semantic segmentation network based 

on earlier efforts like SegNet to distinguish crop plants from 

weed plants. Networks are trained using 465 multispectral 

images, and impressive F1 scores (>0.95) are produced in 

another research paper. Although not a large number of training 

images are utilized, high-priced multispectral sensors are 

required for reliable results. Training networks on the same set 

of 10,000 RGB images as the authors of [9], [10] resulted in 
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comparable performance (F1 score > 0.90). These results 

support the feasibility of using deep learning models to 

distinguish between crop plants and weeds in a training 

environment. However, a big, manually annotated dataset is 

required to train a supervised learning model's network. This 

issue is less pressing in contexts where models can adequately 

generalise to numerous environments without suffering a 

performance hit (such as object detection for common items 

such as chairs, humans, etc). The authors of [9] further 

demonstrate the need for adaptable networks by testing the 

trained network on a new set of plants and achieving success. 

Vegetation in the background seems pretty similar in both 

datasets, though. Instead, our study offers an alternative to 

pixel-wise segmentation algorithms. Using a scatter transform 

to build feature vectors, the authors of [14] classify cultivated 

plants. When applied to domesticated vegetation, the accuracy 

of this method—which is taught using a made-up data set—is 

around 85%. Another example of a supervised learning 

technique from [15] is presented. Using artificial IDs for 

planted crops, this strategy achieves 99.7 percentile results in 

computer vision detection accuracy. Instead, then using 

photographs that have been edited in any manner or marked 

with physical markers, our solution relies on raw RGB images 

as input.  

Object detection is advocated as a means of identifying 

weeds. A deep neural network is trained on the data, and then it 

generates coverage maps and bounding boxes to find the 

locations of plants and weeds. Since accurate findings from this 

approach need manual annotation of covering maps and 

bounding boxes, it is highly data-intensive. Making a 

multispectral orthomosaic map [16] involves projecting a 3D 

point cloud onto a 2D plane. They provide a possible answer to 

the challenge of scanning a large area without losing fine-

grained information on plant distribution. These maps are then 

used as input for a modified SegNet model, which extracts the 

weeds from the background noise. Data-intensive and requiring 

sensors able to generate point clouds and the training of an end-

to-end segmentation model (the study employed a dataset with 

more than 10,000 pictures). As shown in [17], a binary 

vegetation mask is produced initially by employing an end-to-

end segmentation network. The generated landscape mosaic is 

then sent into a sophisticated VGG-16 network for labelling. 

Two-stage pipelines are effective, but both networks must be 

trained on the relevant agricultural domains. Our study applies 

unsupervised learning for vegetation segmentation based on the 

idea of a two-step method for weed identification (which is the 

first stage). Making tile labels is now all that's needed to begin 

training a classifier. These modules may be used to reduce 

dependency on data, and they can be easily adapted to fit other 

crop/weed scenarios. 

B. Semi-Supervised Techniques 

Semi-supervised and unsupervised methods of learning 

have also been explored for their potential use in weed 

identification. As an illustration, in [1] we see a comparison of 

the deep unsupervised learning algorithms JULE and 

DeepCluster [18], in conjunction with a deep network like 

VGG-16 or ResNet-50; they are used for weed categorization 

and automated labelling. K-Means pre-training is used to fine-

tune the network weights before a LeNet-5 model is used for 

weed classification. These algorithms, in contrast to others, do 

not produce a precise map of weed or weed pixels but rather a 

general forecast regarding the image's categorization. They 

need to know the weed density in order to use variable 

herbicide spraying, which increases application efficiency and 

minimises environmental damage, but they have no method of 

doing so. An unsupervised technique for classifying plants is 

provided. They achieve competitive performance if there is no 

overlap between weeds and crops. When dealing with such a 

wide variety of plant species, that is not a reasonable 

assumption to make. Another challenging aspect of the 

unsupervised technique is determining how many clusters to 

use when dividing the image. The suggested approach solves 

this problem by relying solely on an unsupervised method to 

partition the vegetation mask, resulting in a maximum of two 

distinct groups.  

The approach described in [17] is the one that most closely 

resembles the one that is being proposed. The authors employ a 

deep learning approach to weed identification. A two-stage 

network was implemented, with a convolutional neural network 

(CNN) doing the initial mask extraction to differentiate weeds 

from crops. On the other hand, there is a significant difference 

between these parts and the ones used in the proposed job. The 

proposed method requires significantly less data for training 

than the supervised learning networks utilized in [17]. 

(Vegetation segmentation is unsupervised while the classifier is 

trained with a small number of region labels). Comparing the 

2000 pictures needed to train a network in [17] with the 90 and 

500 images used to test the proposed method (including the 

upgraded versions) reveals a significant reduction in the 

number of images required for testing. In contrast to the 

networks in [17], which require pixel-wise annotations for 

training, the proposed pipeline does not require them. Using 

instances of previously undiscovered plant species and their 

binary labels, only the classifier has to be adjusted in the 

proposed study. They also point out that the overlap between 

plants is a common source of errors. It has been shown that the 

proposed approach is robust under low-light settings, 

occlusions, and high-plant densities, and that it is also 

adaptable enough to work with a wide variety of plant species. 

The proposed technique provides more accurate estimates of 
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weed density and dispersion from RGB images than previous 

semi-supervised algorithms. 

C. Estimation of Weed Density 

The number of weeds is a good sign of which places need 

to be treated with chemicals. There are ways to figure out how 

many weeds are in a row crop in [19] and [20]. The number of 

weeds per unit of land and the number of weeds per unit of 

crop are used to measure the quantity of weeds. Positional 

histograms, which are mentioned in [20], are used to figure out 

where the weeds are. By counting the number of white pixels in 

a binary vegetation mask down each column, we can get the 

horizontal pixel distribution, which is then shown as a 

histogram. It involves finding out the weed density (the number 

of weed pixels at a certain interval as a percentage of the size of 

the whole picture) for a set number of time intervals. This 

strategy only works for weeds growing in the spaces between 

rows, and it doesn't account for the potential of weeds and 

crops growing in the same space. When trying to estimate weed 

densities, it is also necessary to make assumptions regarding 

the positioning of the crop rows. As a result, it can only be 

employed in a limited range of agricultural contexts. 

III. PROPOSED METHODOLOGY 

To ensure that only severely infested regions are treated, 

the proposed technique seeks for and evaluates weed density. 

All that is needed to feed into the pipeline is a single RGB 

picture. 

 
Figure 1. Proposed Method Overview 

Figure 1 describes about getting a better grasp on the 

intended pipeline layout. Using an unsupervised deep 

learning-based segmentation system, each pixel in a picture is 

initially classified into one of two groups: vegetation or 

background. Two masks are made: one for the plants in the 

foreground and other is the background. Imasked defines the 

area of interest (ROI) by applying the vegetation mask, Iveg, 

on top of the original RGB picture. Itile then cuts this into 

square tiles that are smaller and smaller. Each tile has a feature 

vector (Itile) that describes the plants shown by the pixels on 

that tile. These vectors are used by a binary classifier to decide 

whether Itile is a food plant or a weed. We also look at how 

well a trained CNN (ResNet50) can sort things on Itile. From 

where "weed" Itile zones are, you can tell where weeds are a 

problem. We can use the number of plants per square metre as 

a proxy for the number of weeds. By dividing the number of 

pixels in an area by the total number of pixels in that area, we 

can get an idea of how many crops and weeds are in that area. 

The proposed method is easily scalable and applicable to a 

broad variety of weed and agricultural plant kinds since just a 

tiny percentage of it is trained under supervision. The steps are 

described in further depth below. 

A. Segmentation of Vegetation 

First, the bicubic interpolation method from the OpenCV 

package is used to stretch the IRGB picture to 500x500 square 

pixels. The image's pixels need to be split into two different 

groups: the background and the centre. Here, we use the 

unsupervised segmentation technique with convolutional neural 

networks (CNNs). However, the piece stands on its own, thus 

just the most vital information about the work is provided. This 

iterative approach consists of two parts: the forward pass of the 

network (label prediction) and the back-propagation (learning 

network parameters while assuming the labels are fixed). The 

following restrictions are suggested by the approach for 

identifying the most likely cluster or class to which each pixel 

belongs: The first limitation is in the necessity of feature 

similarity. Similar pixels tend to group together in clusters. 

Each pixel requires its own response map, which is generated 

for this purpose. Each pixel is assigned to a cluster with its 

neighbours based on the response map. Second, there can be no 

gaps in the continuity between distinct sites. The authors use an 

image's superpixels and randomly give each of those labels the 

same cluster label. The term "superpixel" refers to a group of 

pixels that are all physically similar in some way, such as their 

proximity to one another or their brightness levels. The 

network employs the Simple Linear Iterative Clustering (SLIC) 

method to extract the superpixels from a five-dimensional 

space (three channels of CieLabcolorspace and two-

dimensional image coordinates (x, y)). The number of 

individual clusters into which the image is divided is then 

constrained. If a maximum of q clusters is employed, under 

segmentation can be prevented even with a large number of 

classes. This necessitates doing intra-axis normalization on the 

response map prior to applying cluster labels.  

It is based our methodological choice on the restrictions 

imposed by pixel-wise segmentation. This technique prioritizes 

spatially continuous pixels and allows us to set the bare 

minimum number of clusters at two, which is useful for 

identifying weeds and agricultural plants thanks to their closed-

loop structures (background and vegetation). Pixel-by-pixel 

segmentation is refined in this way until (1) most pixels can be 
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separated into two groups, or (2) the maximum number of 

classification rounds has been reached. This limits the time it 

takes for the segmentation to converge, preventing either 

under- or over-segmentation. The cluster with the fewest pixels 

is utilized as a mask for the plants when the image is divided. 

This is so because there will be more pixels in the background 

than there will be plants.  

To improve the performance of the unsupervised 

segmentation, we randomly choose 30% of the data from each 

dataset and use that to fine-tune the network's parameters. The 

ideal values for the network's parameters, including the number 

of superpixels, their density, and their rate of learning, are 

determined by a thorough examination of the data. By adjusting 

one setting at a time, we can determine which is optimal. 

Furthermore, during this time, all other variables are ignored. 

Mean intersection over union (mIOU) values are selected as the 

optimal choices for each parameter. The following 

experimental parameters were determined: The parameters are 

as follows: (1) learning rate = 0.1, (2) number of superpixels = 

2500, and (3) superpixel compactness = 25. Photos in the 

experimental group have had vegetation masks applied to them 

using the ideal parameters (Iveg). To compare the effectiveness 

of the supervised and unsupervised methods, we additionally 

trained U-Net on the training subset of the datasets. U-efficacy 

Nets have been shown to be a supervised learning solution for 

pixel-wise segmentation in several uses, such as medical image 

segmentation and autonomous driving.  

Using an encoder-decoder architecture, the network first 

downsamples the picture to get the prediction, and then 

upsamples the image to get the real data. At each step in the 

"upsampling" process, the feature map from the most recent 

"downsampling" is added to the original. Even though traits are 

lost when downsampling, the network may still be able to learn 

something from them. The network was taught to put binary 

class labels on the white pixels in the centre to show that there 

were plants there. 

B. Tile Classification 

The masked image Imasked is the result of applying the 

vegetation mask Ivegon the input picture IRGB. This masked 

image consists of just the RGB pixels for the vegetation, 

ensuring that only plant-related attributes are used in the 

classification process (crops and weeds). The masked image 

(Imasked) is then divided into even smaller pieces (called Itile) 

of 50x50 pixels. Quite a few places could have few or no 

greenery pixels. So, in Itiles, if the percentage of land covered 

by plants (measured in terms of the number of vegetation 

pixels) is less than 10%, weeds are not considered to be an 

issue (in pixels). Figure 2 depicts image Imasked, region 

rejection owing to a lack of vegetation pixels, and area 

selection for classifier training.  

 
Figure 2. Imasked is divided into smaller tiles (Itile) 

Various machine learning techniques, including SVMs, 

RFs, and MLPs, have been developed to help with this 

problem. A few examples of well-known machine learning 

methods have been used to classification issues. In this study, 

we evaluate the classifiers' capacity to accurately categorize 

Itile as either a weed or a crop. In this part, we first go through 

feature vector-based classifiers for determining if Itile is a weed 

or a crop. Furthermore, we discuss an alternate image-based 

classifier for Itile, one that use a trained convolutional neural 

network rather than calculating the feature vector directly.  

C. Weed Density Estimation 

After identifying weed-infested regions (Itiles with the 

weed attribute), weed density may be determined by measuring 

the total area covered by plants in those locations. Here, a 

cluster rate (CR) from is used to quantify and estimate weed 

density ([19]). Estimates of weed densities are crucial for site-

specific weed management [2]. It's possible that this population 

density estimate will help when choosing where to spray 

herbicides in the field. This choice would be influenced by 

factors such as the sorts of crops and weeds to be grown and 

the distance between plants. 

CR=Weed plant coverage in the region (in pixels) /Total land 

area of the region (in pixels) 

Algorithm: Weed Distribution and Density Estimation 

Input: Color image (IRGB) of the field acquired from an 

autonomous robot; 

Output: Weed density and distribution; 

Given (IRGB), Generate the vegetation mask (Iveg) using 

CNN based unsupervised segmentation; 

Overlay IRGB with Iveg to get Imasked; 

Divide the image Imasked into smaller regions 

Itile(squaretiles); 

For (Itile in Imasked)do 

Classify Itile into crop, weed or background; 

If Itile is weed then 

Estimate weed density 

end 

end 
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IV. RESULTS AND DISCUSSION 

The evaluations are carried out through qualitative analysis 

and quantitative analysis.  

A. Evaluation by Qualitative Analysis  

Figure 3 displays the segmentation outcomes for some 

sample instances in both datasets. The unsupervised 

segmentation network outperforms the supervised 

segmentation network in distinguishing the vegetative pixel 

data from the background, according to the inferred 

performance (U-Net). Figure 3 shows how the unsupervised 

segmentation method may be used to identify and distinguish 

between various plant structures (3rd row of the image). It's 

important to find U-Net can classify vegetation even whether 

it's represented by a single pixel or a very sparse collection of 

them. This is not a typical behaviour for the unsupervised 

approach. That's because our approach gives greater weight to 

the spatial continuity of the vegetation clusters, while U-Net 

focuses more on the neighbourhood of a single pixel (down 

sampling using max pooling). This pattern was considerably 

more apparent in the Sugar Beets dataset (which has less 

contrast than the CWFID). 

 
Figure 3(a). Crop/Weed Field Image Dataset 

 

 
Figure 3(b). Sugar Beet Dataset 

B. Evaluation by Quantitative Analysis 

The test splits of both datasets are used to get the mean 

intersection over union (mIoU) number, which is then used to 

compare the performance of the two networks. Table 1 shows 

how things turned out. The unsupervised network did much 

better than U-Net on the Sugar Beets dataset, and it also did 

better than U-Net by a small amount on the CWFID dataset. 

This might be because, unlike U-Net, the unsupervised method 

doesn't depend on learning mapping from a limited set of 

features to tell the difference between pixels in the foreground 

and pixels in the background. Both supervised and uncontrolled 

algorithms do better on the CWFID dataset than on the Sugar 

Beets dataset. This is because the pictures in the Sugar Beets 

collection have bad lighting and, as a result, not much contrast. 

The results of this study support the idea that an unsupervised 

network can be used to pull vegetation pixels from shots of 

different plants in different places. 

TABLE I.  QUANTITATIVE EVALUATION OF VEGETATION 

Model Dataset mIoU 

Unsupervised 

Segmentation 

CWFID (Crop/Weed Field Image 

Dataset) 
0.9 

Unsupervised 

Segmentation 
Sugar Beet Dataset 0.8 

UNet CWFID 0.9 

UNet Sugar Beet Dataset 0.7 

C. Estimation of Weed Density 

Once the weedy spots have been found, the cluster rate per 

tile can be found by using the weeded vegetation pixels. In 

Table 2, the rate of clusters that was seen in the weedy areas is 

compared to the rate that was expected. These results show that 

for both types of data, it is possible to make accurate estimates 

of the number of weeds. There are four main reasons for the 

loss of weed density pixels: 1) ignoring tiles or areas where 

plants cover less than 10% of the total area, 2) incorrect 

vegetation segmentation, 3) mislabeling weed-infested areas as 

crop plants, and 4) plants in a given tile that overlap. Possible 

mistakes could start with the lack of plants in some places. For 

the goals of this study, a 10% threshold was chosen because it 

can be changed enough to fit a wide range of crop plants and 

weed plants. When used on the CWFID and Sugar Beets 

datasets, the proposed method gets a mean absolute error of 5% 

for vegetation segmentation and 1% for weed spread. This 

backs up the idea that the proposed method might be a good 

way to fix mistakes that come from the above sources. Since 

the RMSE between datasets for two different crop/weed 

species is less than 8%, it is clear that the proposed method can 

be used for any crop/weed species. Before choosing where to 

carefully apply agrochemicals, it is important to find out where 

and how many weeds there are.  

TABLE II.  WEED DENSITY ESTIMATION ACCURACY 

Dataset 
Mean Accuracy 

(%) 
MAE 

RMSE 

CFWID 75 5 7.5 

SugarBeets 85 1 3 
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V. CONCLUSION 

Once the weedy spots have been found, the weeded 

vegetation pixels can be used to figure out the rate of clusters 

per tile. In Table 2, the rate of clusters that was seen in the 

weedy areas is compared to the rate that was expected. These 

results show that for both types of data, it is possible to make 

accurate estimates of the number of weeds. With the help of a 

computer vision system, we might be able to treat only certain 

places and cut down on the amount of chemicals we use by a 

lot. This study suggests a semi-supervised method that could be 

used to help precision agriculture get more accurate estimates 

of weed densities and locations.  

For the suggested method to work, it needs colour pictures 

as input. A binary flora mask can be made after the background 

pixels have been taken out. Using an unsupervised neural 

network, the bits that make up the background and the plants 

are put together. Second, we use the mask to divide the original 

colour picture into smaller parts (50-pixel-square tiles). Then, 

each piece is labelled as either a crop or a weed. In this study, a 

fine-tuned ResNet50 is compared to several other classifiers, 

such as SVM, Gaussian Naive Bayes, Neural Network, and 

Random Forest, which use a pre-trained ResNet50 as a feature 

generator. The suggested method is tried on two sets of images 

called Crop/Weed Field Image and Sugar Beets, which show a 

wide range of crops and weeds. With a maximum memory of 

0.90, weedy areas can be found, and the number of weeds in 

those areas can be estimated with an accuracy of 85%. One of 

our goals is to reduce the need for elaborately annotated data 

sets. In order to identify weeds without the need for new 

features, the proposed work employs unsupervised 

segmentation and a pre-trained ResNet50. A pixel-wise 

segmentation network is shown to be unnecessary for 

estimating weed distribution and density, in contrast to 

previous techniques. The recommended pipeline is adaptable 

enough to process low-contrast images, images with 

overlapping plants, and images of distinct plant species. This 

strategy could be advantageous for agricultural organizations 

looking for cost-effective implementations due to the low data 

needs for training and tuning. A standard RGB camera is 

sufficient so long as a platform is in place from which to 

photograph the plants from above. 
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Abstract 
INTRODUCTION: Criminal activity is expanding exponentially in modern society, which leads towards a great concern 
about security issues.  Facial recognition technology (FRT) is a powerful computer-based system that increasingly being 
used for recognize and match faces to solve crimes and investigations. 
OBJECTIVES: Due to poor image clarity and noisy pixels, the detection of criminal faces tends to be inaccurate. Hence, 
image enhancement techniques are required to recognize criminals with better accuracy. In the proposed model, a multistage 
progressive V-net based image quality enhancing technique is employed to improve accuracy. 
METHODS: The Convolutional Neural Network (CNN) for restoring images called MPRV-Net has three stages for a 
difficult balance between spatial data and highly contextualized information for image restoration tasks while recovering 
images. 
RESULTS: For image restoration tasks, including denoising, deblurring, and deraining, MPRV-Net has provided 
considerable performance benefits on a number of datasets. The suggested network is significant as it eliminates all three 
types of deviations using a single architecture. The proposed model's performance is tested using performance metrics such 
as accuracy, precision, recall, and specificity, obtaining 94%, 96%, 93%, and 95%. 
CONCLUSION: Thus, the proposed Multistage Progressive V-Net model for effectively improves the criminal Facial image 
for detecting criminals in public places with greater accuracy. 
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1. Introduction

Criminal identification is the most significant but challenging 
and time-consuming task for the police. It will be challenging 
in crowded environments, such as cities or public places and 
in some cases, manual identification techniques provide the 
possibility to acquire more details about offenders. Still, it's 
time-consuming and involves the risk of missing criminals. 
Public supervision is not necessary for an automated 

*Corresponding author. Email:  beulahabraham15@gmail.com 

identification system (AIS) [1]. This will help the police in 
tracking down and apprehending criminals in public areas. 
Relevant face detection and recognition algorithms are 
included in automated identification systems [2]. Face 
recognition for criminal identification uses a distinct 
biometric method. This approach identifies and verifies a 
person's identity based on video or image frames, including 
their face. Face recognition preprocessing is integrated 
systems that enhance an input face image to improve the 
quality of the image by increasing the visibility of facial 
features and improving prediction performance. The 
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efficiency of face recognition systems is improved by pre-
processing [3]. Additionally, the preprocessing stage 
improves distorted images and gathers regions of interest in 
an image for further feature extraction. 

The pre-processing step of image enhancement is 
necessary for enhancing the performance of face recognition 
systems. Face image enhancers are more effective approaches 
used before the recognition process and are commonly 
included in the design of most face recognition systems [4]. 
Face recognition systems employ a wide range of image 
enhancement techniques. Each of these approaches has 
advantages as well as disadvantages. Some recent methods 
modify an input image resulting in a more precise or detailed 
output image [5]. However, in uncontrolled contexts, the 
quality of images in face recognition systems may be 
significantly decreased for numerous reasons, including 
lighting conditions, i.e., in dark or overly bright 
environments. Restoring a clear image from an imperfect one 
is known as image restoration [6].  CNN-based methods 
outperform other approaches primarily owing to model 
development. Among the computational modules and 
functional units designed for image recovery include 
encoder-decoders [11], generative models [12], dilated 
convolutions [8, 9], dense connections [10], and recursive 
residual learning [7].  

Recently, there haven't been many attempts to use the 
multi-stage method for image deraining and deblurring [13]. 
Investigate these methods to discover the architectural 
constraints limiting their efficacy [14]. In order to begin, 
current multi-stage techniques either rely on a single-scale 
pipeline [16], which produces spatially accurate but 
semantically less reliable outputs, or an encoder-decoder 
architecture [15], which is reliable in preserving broad 
contextual information but unreliable in preserving spatial 
image details. However, the conventional approach is 
insufficient to differentiate between criminal and non-
criminal behaviour. The majority of the accessible models for 
low-level visual issues are developed in a single stage. In 
high-level performance, however, it has been proved that 
multi-stage networks outperform single-stage analogues. To 
increase accuracy, the proposed model has introduced 
multistage progressive v-net based image restoration. The 
following is presented as the proposed model's contribution: 

• Multistage progressive V net had been proposed for 
pixel restoration, effectively enhancing criminal images. 

• The collected dataset for criminal recognition is 
gathered from public websites and split into criminal and 
non-criminal categories for training classifiers.  

• Vnet architecture is used in multistage progressive 
networks for extracting the pixel level feature based on 
encoding and decoding. 

• The final stage includes the original resolution sub 
network (ORSNet) to achieve spatially relevant 
outcomes for a pixel-to-pixel correspondence between 
the input and output images. 

• An efficient Supervised Attention Module (SAM) that 
uses the restored image at every level to enhance 
incoming features before propagating them further. 

 
The remaining portion of the manuscript is sectioned as 

follows: Section 2 denotes some related work related to 
criminal prediction. Section 3 presents the proposed 
methodology along to predict criminals. Section 4 presents 
the result and discussion of the work, and Section 5 defines 
the conclusion of the work. 

2. Related Work 

According to development, several techniques have been 
introduced to detect criminals in various scenarios and its 
states. Among them, a few recently developed work which is 
related to criminal detection is reviewed below. 

Ratnaparkhi et al. [17] had designed an embedding method 
that maps facial features to a compact Euclidean face map, 
which can be used to detect differences in the face and a deep 
convolution neural network approach to detect criminals. 
This technique works well; however, it doesn't work well on 
multiple faces due to blurry or cropped images. 

Sandhya et al. [18] had developed a system that uses a 
feed-forward neural network termed an autoencoder, whose 
input and output values are identical, to implement the deep 
learning neural network approach. One of the most well-
known functions of auto-encoders is reconstructing the input 
image. As a result, use the encoder's output, which can be 
utilized for obtaining the input image by the decoder for 
identification verification rather than comparing the 
perpetrator's overall face. This technique uses a simple 
algorithm to assess how closely the input image equals 
images stored in the criminals' database. Although this 
method is efficient, it is time-consuming and overfitting 
inappropriate for multiple images. 

Kumar et al. [19] had suggested a face recognition and 
criminal identification system utilizing a multi-task cascading 
network. This system will be capable of automatically 
distinguishing criminal faces. The system's one-shot learning 
mechanism would also require a single image of the criminal 
to identify. In this method, the criminal's face is recognized, 
the data for the identified criminal is gathered from the 
database, and a notification is sent to the police staff with 
every relevant detail and the position where the criminal was 
being watched by the camera. However, this method required 
a high level of time-consuming and model execution needs to 
be enhanced. 

Venkatesh et al. [20] had evolved a classifier that used 
Fisher face and Local Binary Pattern Histograms (LBPH). It 
has been demonstrated that this technique works well for 
identifying criminal faces. The Fisher face classifier is useful 
for lowering dimensionality, whereas the LBPH classifier is 
known for its robustness to changes in illumination and subtle 
fluctuations in facial expressions. Combining these two 
techniques makes it possible to identify faces even in difficult 
lighting situations. However, this approach is not appropriate 
for rotating image prediction and consumes more time. 

Ganji et al. [21] had used the well-known Principal 
Component Analysis method to develop an automatic facial 
recognition system for a criminal database.  Automatic face 
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detection and recognition will be possible with this system. 
In the absence of a thumbprint being present at the scene, this 
will aid law enforcement in identifying or detecting the 
criminal in the case. This technique works well, but it needs 
to be enhanced. 

Amjad et al. [22] invented a facial recognition method 
based on deep learning that can identify or predict whether a 
person is a criminal or not and identify the probability they 
would be. A ResNet50 model that uses CNN and an SVM 
classifier to extract features from a dataset was utilized for 
training. This method is effective, but it has to be improved. 
Aherwadi et al. [23] had developed a method for face 
detection employing Face Encodings. In addition to 
providing the Police tremendous ease in identifying 
criminals, this version of the criminal detection system also 
saves them time because processes are automated. Although 
this strategy is efficient, it occasionally fails to identify 
appropriate people. 

The above literature has numerous techniques and 
algorithms that were introduced to predict criminal. The 
outcome of these methods provide well performance but have 
some limitation that reduces the system's accuracy. The 
impacts that are having in the convolution model are reduced 
efficiency [21], pixel mismatch [17], overfitting [18], process 
consume more time as well as poor image quality [20], [22] 
and lack of robustness [19],[23]. To overwhelm these 
drawbacks, a novel method is proposed that enhances the 
facial image of criminal and non-criminal and improve 
accuracy. The next section presents a thorough explanation of 
the suggested methodology. 

3. Proposed Methodology  

Criminal identification and detection are slow and 
challenging processes. Nowadays, criminals are more clever 
than ever before, leaving no traces of biological evidence or 
fingerprints at the scene of the crime. Using advanced facial 
identification technology is a quick and simple solution. The 
majority of buildings and traffic lights now have CCTV 
cameras installed for surveillance purposes due to 
advancements in security technology. The camera's video 
footage can be utilized to identify suspects, criminals, 
runaways, and missing persons, among other things. These 
images are usually insufficient, making it challenging to 
recognize criminals and poor quality. Suitable enhancement 
methods are required for pre-processing the images. A 
multistage progressive V net image restoration technique is 
used in the proposed model to improve image quality. The 
proposed Multistage Progressive V-Net model process flow 
is depicted in Figure 1. 
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Figure 1. Architecture of proposed model. 

The dataset used for this model includes both criminal and 
non-criminal images. Preprocessing the dataset is necessary 
due to the image's poor quality and difficulty in recognizing 
criminals. A Multistage progressive V-net based 
preprocessing technique is used in the proposed model. A 
three-stage CNN (convolutional neural network) called the 
multi-stage progressive V network (MPRV-Net) is used to 
restore images. For various types of Image restoration 
challenges such as deblurring, deraining and denoising, 
eliminated using an MPRV-Net and providing good 
performance on the dataset. The below section clearly 
explains the proposed methodology. 

3.1. Dataset collection 

The dataset used in this model was gathered from CK+ and 
fbi.gov websites which consist of both criminal and non-
criminal images. To enhance the quality of the images as well 
as prediction, these datasets need to be preprocessed. The 
following section clearly explains the proposed preprocessing 
technique. 

3.2. Preprocessing  

Image restoration is a process of removing distortions like 
blur, noise, and rainfall from images to develop new pixels 
with clear details. For instance, the blur effect may be caused 
by the camera moving, the subject moving, the distortion of 
scattered light, the lack of proper depth of field, and the lens's 
softness. Noise is a term used to describe unwanted 
fingerprints and variations in the brightness or colour of the 
data. The unwanted effects of rainfall could impede the 
performance of the processing method. Therefore, it is crucial 
to employ pre-processing evaluators to eliminate these effects 
and improve the accuracy of the proposed model. The 
MPRV-Net-based preprocessing technique is used. 

Multi-Stage Progressive V Net 
Three steps combine to form MPRV-Net's progressive image 
restoration process. The first two stages are developed using 
a traditional V-net-based encoder-decoder model, which 
learns every contextual detail from the input image. The result 
uses the original resolution sub-network (ORSNet), which 
proceeds at the original image resolution resulting in spatially 
accurate results for pixel-by-pixel relation between the input 
and output images. 
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Include a supervised attention module between each stage 
rather than simply cascading several steps. The module 
rescales the feature maps from earlier stages before 
transferring them to the following stage, all under the 
surveillance of ground truth images. Introduce a method for 
integrating intermediate features from different stages of a 
network by using the intermediate multi-scale contextualized 
features of the earlier sub-network. The input image is 
accessed at each stage of the MPRV-Net stacking process. 
According to Fig. 1, the final result is divided into three 
distinct, non-overlapping stages: the initial phase using four 
patches, the second phase using two patches, and the final 
phase utilizing the original image. This division is typical of 
current restoration techniques.  Similar to current restoration 
techniques, the multi-patch structure on the input image splits 
the image. 

At each stage𝐶𝐶, a diminished input image that  𝐼𝐼 is included 
in the residual image 𝑅𝑅𝐶𝐶 predicted by the proposed model, 
which produces𝑋𝑋𝐶𝐶: 

 
𝑋𝑋𝐶𝐶 = 𝐼𝐼 + 𝑅𝑅𝐶𝐶      (1) 

 
The following loss equation is used in the MPRV-Net's 

from start to finish optimization: 
 

  𝐿𝐿 = ∑ �𝐿𝐿𝑐𝑐ℎ𝑎𝑎𝑎𝑎(𝑋𝑋𝐶𝐶 ,𝑍𝑍) + 𝜆𝜆𝐿𝐿𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝑋𝑋𝐶𝐶 ,𝑍𝑍)�3
𝐶𝐶=1         (2) 

 
Where 𝐿𝐿𝑐𝑐ℎ𝑎𝑎𝑎𝑎  is the char bonnier loss, and 𝑍𝑍 stands for the 

ground truth image. 
 

𝐿𝐿𝑐𝑐ℎ𝑎𝑎𝑎𝑎 = �‖𝑋𝑋𝐶𝐶 − 𝑍𝑍‖2 + 𝜀𝜀2              (3) 
 

With constant 𝜀𝜀 empirically adjusted to 10−3 for all 
experiments. Additionally, 𝐿𝐿𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒is the edge loss and is 
defined as:   

    
𝐿𝐿𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = �‖Δ(𝑋𝑋𝐶𝐶) − Δ(𝑍𝑍)‖2 + 𝜀𝜀2            (4) 

 
Where Δ represents the Laplacian operator, the relative 

relevance of the two loss factors is controlled by the value in 
equation (2), which is set to 0.05. The following section 
describes the key elements of the suggested method 
individually. 

Key elements of MPRV-Net  
The key element of the MPRV-Net model is, 

• Processing of Complementary Features 
• Cross-stage Feature Fusion 
• Supervised Attention Module 

In below section clearly explain each key feature, 
• Processing of Complementary Features 
Decoder-encoder and pipeline with only one scale of features 
are typically the architecture designs employed by single-
stage CNNs for image restoration [24]. The input is gradually 
converted into low-resolution representations by the encoder-
decoder networks, and after that, progressively reverse map 
and restore the original resolution. Although these models 
effectively encode multistate data, their frequent usage of 

down sampling techniques makes them susceptible to losing 
spatial characteristics. However, approaches that use a single-
scale feature processing can be used to obtain images with 
excellent spatial features. However, the restricted receptive 
field makes their outputs less semantically robust. This 
demonstrates the inherent limitations of the aforementioned 
architectural design decisions, which can only have spatially 
accurate and contextually reliable effects. The following is a 
proposed multi-stage architecture that employs encoder-
decoder networks in earlier stages and a network that works 
with the original input resolution in the final stage in order to 
utilize the advantages of both designs: 

Encoder-Decoder Subnetwork: The encoder-decoder sub-
network employs channel attention blocks (CABs) to acquire 
features at every stage. Figure 2 illustrates an encoder-
decoder subnetwork developed using a conventional V net. 
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Figure 2. Architecture of V-net model. 

The decompression path is positioned in the lower section 
of the V-Net, and the compression path is obtained in the 
higher section. A residual function is learned at each step of 
the calculation to speed it up, and it is then processed by 
ReLU before being added to the output of the final 
convolutional layer. 

The bottom portion of the V-Net collects features and 
enhances the spatial support of lower resolution feature maps 
in order to gather and combine the necessary data and present 
volumetric segmentation. The foreground and background 
regions of the low- and high-resolution feature maps are 
probabilistically segmented using the soft-max function. 
Using a de-convolution process, the input complexity is 
increased. Features gathered from the initial stages of the 
compression path are transferred down to the bottom segment 
to improve the precision of contour prediction. 

Using a combination of contour recovery and an 
approximation method, coordinates and the bounding box 
size are recovered and refined throughout the fusion stage. A 
distance ratio of 1:1 is used to determine whether two 
candidates are actually one discovery or two independent 
ones for candidates whose centres are too near to one another. 
The distance between the centres of two identified candidates 
is divided by the expected side of the bounding box from 
larger candidates to obtain the distance ratio. The results from 
each V-Net combine to determine whether the final forecast 
will be accurate. High-resolution features are computed by 
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the MPR V-Net stage using a number of original resolution 
blocks (ORBs), each of which also contains CABs.  

Original Resolution Subnetwork: Introduce the original-
resolution subnetwork (ORSNet) in the final stage to 
maintain fine features from the input to the output image. 
While developing spatially enriched, high-resolution 
features, ORSNet does not use downsampling operations. 
There are several original-resolution blocks (ORBs) in it, 
each of those ORBs also contains CABs. ORSnet model 
effectively develops multiscale information, it has the ability 
to lose some spatial detail information by continuously down 
sampling. In the final stage, present the original resolution 
network (ORSNet) and include the enhancedd features from 
the input to the output image. Original resolution sub-network 
to generate rich spatial high-resolution features to make up 
for the loss of spatial information. At the network's end, the 
high-resolution rain line features obtained from the original 
resolution sub-network are combined with the original rain 
map to obtain the final rain removal image. ORSNet 
generates rich, high-resolution spatial features without down 
sampling operations, which consist of many original 
resolution blocks (ORBs). The structure of the ORB is shown 
in Figure 1, 
• Cross-stage Feature Fusion 
The CSFF module is integrated between two encoder-
decoders and ORSNet in the proposed architecture. Instead of 
being transmitted to the following stage for aggregation, the 
characteristics from one stage are first improved by 
11convolutions. The proposed CSFF has several advantages. 
Starting with the encoder-decoder, it continuously performs 
upward and down-sampling operations in order to reduce a 
network's sensitivity to information loss. Second, the 
multistate characteristics of one stage assist in enhancing the 
characteristics of the following stage. Third, by facilitating 
information flow, the network optimization process becomes 
more stable, allowing to expand the overall design by a 
number of steps.  
• Supervised Attention Module 
A clear image will be identified at each level by recent multi-
stage image restoration networks, which is then passed on to 
the stage after that. To significantly boost performance, add a 
supervised attention module (SAM) between each pair of 
steps. The SAM schematic diagram is depicted in Figure 1 
and details both of its contributions. For starters, it generates 
real-time supervisory signals useful at each progressive 
image restoration stage. Second, develop attention maps 
using locally supervised predictions that only allow the most 
efficient attributes to proceed to the following stage, 
suppressing the less valuable ones at this stage. 

Figure 1 depicts the circumstances, the input parameters 
𝐹𝐹𝑖𝑖𝑖𝑖 ∈ 𝑅𝑅𝐻𝐻×𝑊𝑊×𝑌𝑌 from the previous stage are processed by 
SAM, which then provides an unprocessed image 𝑅𝑅𝐶𝐶 ∈
𝑅𝑅𝐻𝐻×𝑊𝑊×3 using an automated 1×1convolution, where 𝑌𝑌 is the 
total number of channels, and 𝐻𝐻 × 𝑊𝑊 is the space dimension. 
The degraded input image 𝐼𝐼 blended with the residual image 
resulting in the modified image 𝑋𝑋𝐶𝐶 ∈ 𝑅𝑅𝐻𝐻×𝑊𝑊×3. Provide 
explicit supervision with the ground-truth image for the 
predicted image 𝑋𝑋𝐶𝐶.Using a 1×1 convolution and sigmoid 
activation, the image 𝑋𝑋𝐶𝐶 is then used to create per-pixel 

attention masks𝑀𝑀 ∈ 𝑅𝑅𝐻𝐻×𝑊𝑊×𝑌𝑌. Following the application of 
these masks to the modified local features, 𝐹𝐹𝑖𝑖𝑖𝑖 provides 
attention-guided features that are subsequently included in 
the identity mapping path. Last but not least, problems with 
image restoration are eliminated by the attention enhanced 
representation 𝐹𝐹𝑜𝑜𝑜𝑜𝑜𝑜 developed. 

4. Result and Discussion 

A novel Multistage Progressive V net for pixel restoration 
that significantly enhanced criminal images has been 
designed in this model. The objective manner of the dataset 
is collected from public websites divided into criminal and 
non-criminal categories for criminal recognition. These 
images are usually poor in quality and inadequate, making 
them difficult to recognize. As a result, it is crucial to employ 
pre-processing techniques to remove and restore the noise in 
the criminal image. A novel, multi-stage methodology that 
can result in outputs that are both contextually rich and 
spatially accurate is used in the proposed model. Due to its 
multi-stage structure, a framework is used to break down the 
difficult task of image restoration into easier steps and 
progressively restoration a diminished image. The proposed 
model performance is analyzed using Intel Core i7 CPU, 
NVIDIA GeForce RTX 3070 GPU, and 64GB RAM 
software. 

4.1. Dataset Description 

In the designed model, the dataset is collected through CK+ 
and fbi.gov websites [25] [26]. Overall, 934 image data are 
collected, split into criminal and non-criminal groups. In this 
group, 339 images are criminal, and 595 images are non-
criminal considered. 

The images are frequently insufficient, poor quality and 
difficult to identify. For pre-processing the criminal and non-
criminal images, suitable enhancing techniques are required 
[27]. The proposed model enhances the image quality using a 
multistage progressive v net image restoration technique. 
This algorithm consists of 3 stages, which split the image and 
learn every feature using the V-net architectures. Figure 3 
represents pre-processing results of the proposed dataset [28]. 
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Figure 3. The outcome of the proposed model pre-
processing. 

MPRV-net image performance metrics are compared with 
a few other current models in the following part to analyze 
image quality. Average gradient, mean square error (MSE), 
root mean square error, peak signal-to-noise ratio, signal-to-
noise ratio, and correlation coefficient are the metrics used for 
comparison. Each metric is individually analyzed, and the 
values are observed to analyze the performance of the pre-
processing approach. 

 
 

Figure 4. Peak signal-to-noise ratio for the proposed 
and existing model.  
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Figure 5. Signal-to-noise ratio for the proposed and 
existing model. 

A comparison of the peak signal-to-noise ratio (PSNR) and 
signal-to-noise ratio (SNR) of the proposed MPRV-net model 
provides for testing the methodology shown in figure 4 and 
figure 5. The PSNR is the ratio of a signal's highest 
practicable value (power) to the highest possible amount of 
distorted noise that compromises the accuracy of its 
representation. The proposed MPRV-net model provides 64.1 
PSNR, U net have 52.6 PSNR, BW-Net have 46.3 PSNR, 
SRGAN have 43.2 PSNR and LLCNN model have 38.4 
PSNR. Thus, the proposed model provides a higher PSNR 
value than the traditional approaches shown in figure4. Then 
the signal-to-noise ratio is analyzed, and its comparison is 
shown in figure5. The SNR will rise with a larger field of 
vision because a larger pixel size results in more signals being 
received by each individual pixel. Large pixels will pick up 
more signals, resulting in high SNR images. The proposed 
MPRV-net model provides 62.3 SNR, Unet have 54.3 SNR, 
BW-Net have 42.8 SNR, SRGAN have 41.7and LLCNN 
model have 36.6 SNR. It demonstrates the proposed model 
provides a better SNR value than another models.  

 
 

Figure 6. Mean square error for the proposed and 
existing model. 

 
 

Figure 7. Root mean square error for the proposed 
and existing model. 

The proposed MPRV-net, MSE and RMSE are compared 
with the methods that are already in use, as shown in figure 6 
and figure 7. To validate the procedure that was illustrated in 
figure 6, the MSE is analyzed, and the observed values are 
compared to the convolution model. The proposed MPRV-
net model has 0.0105MSE, U net has 0.0968MSE, BW-Net 
has 0.1332MSE, SRGAN has 0.1524MSE, and the LLCNN 
model has 0.1932MSE. Thus, show that the proposed model 
has a lower error value than the traditional approaches. The 
method depicted in figure 7 is then validated by doing an 
MSE analysis and comparing the observed values to the 
convolution model. The proposed MPRV-net model has 
0.10246RMSE, whereas U net, BW-Net, SRGAN, 
0.3649RMSE, and the LLCNN model each have 
0.39038RMSE, 0.3649RMSE, and 0.31112RMSE, 
respectively. 

 
 

Figure 8. Average gradient for the proposed and 
existing model. 
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Figure 9. Correlation coefficient for the proposed and 
existing model. 

The proposed MPRV-Net average gradient and correlation 
coefficient are compared with the existing methods, as shown 
in Figures 8 and 9. The average gradient develops the 
relationship between the image's clarity and the pattern's 
finely detailed variance. The proposed MPRV-net model 
provides a gradient of 63.2, whereas Unet provides a gradient 
of 54.6, BW-Net a gradient of 49.2, SRGAN a gradient of 
42.8, and the LLCNN model provides a gradient of 39.5. It 
indicates that when compared to existing approaches, the 
proposed MPRV-net model has high gradient values in figure 
8. Figure 9 shows the analysis of the correlation of the image. 
When performing correlation, a filter mask, frequently 
referred to as a kernel, is moved over the image, and the sum 
of the products is calculated at each place. The proposed 
MPRV-net model provides 0.99 correlation, Unet have 0.72 
correlation, BW-Net have 0.67 correlation, SRGAN have 
0.61 correlation, and the LLCNN model have 0.57 
correlation. It demonstrates that the proposed model provides 
a better average gradient and correlation coefficient value 
than other models.  

Confusion matrix 

 
 

Figure 10. Confusion matrix of the proposed method. 

Figure 10 shows the proposed model confusion matrix 
model. A classification algorithm performance is determined 
using a confusion matrix technique, which is a collection of 

data that is organized according to both actual and expected 
data. For the performance analysis, data obtained for such a 
system are evaluated. The predictive analysis technique 
provides a confusion matrix that includes positive and 
negative rates (true and false). Figure 10 makes it clear that 
61 and 60 images are correctly predicted in 0 and 1 class, 
respectively, whereas 3 and 4 images are wrongly predicted. 
The positive and negative rates are also used to measure the 
accuracy, sensitivity, specificity, and null error rates. The 
performance metrics are compared to existing approaches 
like U Net, BW-Net, SRGAN and LLCNN models. 

 
 

Figure 11. Comparison of accuracy for the proposed 
and existing model. 

Figure 11 shows the accuracy values, which were 
calculated using the confusion matrix. ADD some points 
about performance metrics and accuracy. The system that 
predicts a value with the least degree of error is said to be 
accurate. The proposed method has a 94% accuracy rate, 
compared to Unet at 87%, BW-Net at 82%, SRGAN at 76%, 
and LLCNN at 71%. 

 
 

Figure 12. Comparison of precision for the proposed 
and existing model. 
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Figure 13. Comparison of recall for proposed and 
existing model. 

A comparison of the intended and existing approaches' 
precision is shown in Figure 12. The quantity of anticipated 
favourable events is what is meant by accurate measurement. 
In comparison to other existing approaches, such as Unet, 
BW-Net, SRGAN and LLCNN, with corresponding precision 
values of 89%, 84%, 78%, and 73%, the proposed method's 
precision value was discovered to be 96%. As shown in figure 
13, recall is calculated by dividing the total number of 
components that actually fall into the positive class by the 
number of true positives. In comparison to other existing 
approaches, such as Unet, BW-Net, SRGAN and LLCNN, 
with corresponding recall values of 86.4%, 83%, 79% and 
75%, the proposed method's recall value was discovered to be 
93%. 

 
 

Figure 14. Comparison of specificity for proposed and 
existing model. 

 
 

Figure 15. Comparison of error for the proposed and 
existing model. 

Figure 14 shows a comparison of the specificity of the 
proposed and current techniques.  The degree to which a 
model can predict the real negatives of every imaginable sort 
is known as specificity. In comparison to various approaches, 
such as Unet, BW-Net, SRGAN and LLCNN, with 
corresponding specificity values of 84%, 86%, 77% and 76%, 
the proposed method's specificity value was determined to be 
95%. The system operates worse when the error is high and 
better when the error is low. Figure 15 illustrates the error 
contrast among the proposed and existing methodologies. 
The proposed method's error rate is 6%, Unet’s is 13%, BW-
Net’s is 18%, SRGAN’s is 24% and LLCNN’s is 25%. It 
demonstrates that the proposed model has lower error rates 
than the conventional models. 

 
 

Figure 16. Comparison of Matthews’s correlation 
coefficient for the proposed and existing model. 
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Figure 17. Comparison of kappa for the proposed and 
existing model. 

Figure 16 illustrates an MCC comparison of the proposed 
and existing methods. The purpose of MCC is to evaluate or 
quantify the discrepancy between expected and actual values. 
MCC in the proposed method has a value of 86%, Unet of 
79%, BW-Net of 74%, SRGAN of 68% and LLCNN of 63%.  
Kappa comparison of the suggested and existing approaches 
is shown in Figure 17. A statistical indicator of the 
consistency of different variables across rates is called kappa. 
The proposed method's kappa value is 85%, Unet is 78%, 
BW-Net is 73%, SRGAN is 68%and LLCNN is 64%. 

4.2. Time comparison analysis 

In this section, the overall working process time comparison 
was provided. Process Cycle Time refers to the duration of 
the overall process. It may be computed instantly by adding 
the total sum of time spent on each process step and the delay 
time. Figure 18 and figure 19, 20 shows the training time, 
testing time, and execution time. The numbers are compared 
to Unet, BW-Net , SRGAN and LLCNN models to confirm 
the procedure. 

 

 
 

Figure 18. Analysis of training time for the proposed 
and existing model. 

 
 

Figure 19. Analysis of testing time for the proposed 
and existing model. 

 

 
 

Figure 20. Analysis of execution time for the proposed 
and existing model. 

During the training period, 80% of the data were used to 
train the MPRV-net model for effective prediction, as the 
existing models were also trained using 80% data. The 
training period causes some time to complete the training 
process. In figure 18, the training time of the proposed model 
is 42.72 ms, the Unet model consumes 35 ms, the BW-Net 
model takes 41 ms, the SRGAN model consumes 45 ms, and 
the LLCNN consume 50 ms.  The testing time is also 
analyzed and plotted in figure 19. It demonstrates that the 
proposed MPRV-Net takes 1.96 ms, the existing Unet model 
consumes 2.84 ms, the BW-Net model takes 5.02 ms, 
SRGAN model takes 7.73 ms, and the LLCNN model takes 
79.21 ms. Then the proposed model overall execution time is 
analyzed and compared to some other models that are shown 
in figure 20. The overall execution time is termed the addition 
of training and testing time. The proposed model consumes 
44.68 ms, the Unet model consumes 59.14 ms, the BW-Net 
model takes 64.82 ms, the SRGAN model consumes 75.34, 
and the LLCNN consume 81.51 ms to complete the process. 
The above comparison demonstrates that the proposed model 
effectively improves the prediction accuracy of any input 
image.  

 
 

EAI Endorsed Transactions on 
Scalable Information Systems 

Online First



 Enhancement of Criminal Facial Image Using Multistage Progressive V-Net for Facial Recognition By Pixel Restoration  
 
 
 

11 

5. Conclusion 
 

A multistage progressive V-net image restoration technique 
is used in the proposed model to improve image quality. 
Performance is limited by unwanted traces and fluctuations 
in the images' brightness or colour, making recognition 
challenging. So, using a revolutionary image restoration 
technique, it is proposed to eliminate distortions from images 
like blur, noise, and rainfall in order to develop new, clear 
ones. At first, the criminal images with different styles of each 
criminals’ and non-criminals’ datasets are collected through 
public websites. The multi-stage progressive image 
restoration network (MPRV-Net) has three steps for 
progressively restoring images. The input criminal and non-
criminal images have been employed in the first two steps to 
develop an encoder-decoder model based on a common V-
net. The original resolution sub-network (ORSNet) generates 
spatially appropriate results for a pixel-to-pixel consistency 
between the input and output images in the final stage at the 
original image resolution. Because of their hierarchical multi-
scale representation and computational effectiveness, 
encoder-decoder-based V-net architectures have been mostly 
used for recovery in convolutional networks. MPRV-Net 
revealed an enhanced multi-layer architecture developed to 
accommodate high-level global characteristics and local 
specifics. Channel attention blocks (CABs) extract the 
encoder-decoder sub-networks characteristics at each level, 
followed by bi-linear interpolation and a convolution layer. 
Multiple original resolution blocks (ORBs), each including 
CABs, are used to compute detailed features. A cross-stage 
feature fusion (CSFF) module is implemented between each 
pair of stages. As a result of multiple up- and down-sampling, 
the network as a whole becomes more robust and stable, 
besides improving information flow. 

Additionally, the efficacy of the proposed MPRV-net 
approach was analyzed and evaluated against other 
conventional approaches like U-net, BW-net, SRGAN and 
LLCNN. The proposed approach has 94% accuracy, 93% 
recall, 95% specificity, 86% MCC and 85% kappa. The 
comparative analysis demonstrates that the suggested model 
provides a more efficient result than the present approaches. 
In future work, the enhanced images are used for detecting 
the facial landmarks even with different sizes, lighting and 
poor pixel quality that effectively predict the criminal face 
using neural network. 
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A B S T R A C T   

Managing enormous amounts of data, such as big data, and detecting network traffic intrusions are inefficiently 
handled by current computing technologies. Traditional analytical techniques cannot manage the incursions in 
continuous internet traffic and the enormous log data of server activity, leading to many inaccurate results and a 
prolonged training period. As a result, this research provides an efficient deep learning-based approach to 
enhance the attack identification task by addressing the basic big data complexity linked to many heterogeneous 
security data types. This framework employs a novel feature selection method incorporating the Aquila Opti-
mizer (AO) and Fuzzy Entropy Mutual Information (FEMI) algorithms to pick distinctive characteristics. Sub-
sequently, a modified canonical correlation-based technique is applied to combine selected characteristics. Then, 
the intrusion identification and categorization are carried out using the optimized ResNet152V2 method. 
Additionally, data augmentation using Auxiliary Classifier Generative Adversarial Network (ACGAN) is per-
formed. Finally, we used the CICDDoS2019 and ToN-IoT datasets to validate the suggested methodology. By 
comparing the presented approach to several baseline methods, the effectiveness of the suggested methodology is 
assessed using various performance measures, including F1-score, recall, precision, accuracy, confusion matrix, 
and ROC curve. Finally, simulation results show that the suggested strategy is superior to other existing tech-
niques and demonstrate that it is a resilient solution for network intrusion detection.   

1. Introduction 

In the modern world, the development of Internet of Things (IoT) 
devices and technologies has accelerated at a never-before-seen pace. 
With growing transmission bandwidth and speed, ioT devices can 
gather, send, and process massive amounts of data. These data, which 
could be essential for forecasting, making decisions, competing in the 
marketing industry, etc., are constantly at risk (Wang et al., 2023; 

Dasgupta and Saha, 2022; Altunay and Albayrak, 2023). Additionally, 
the rise in the amount and categories of intrusions (like malicious at-
tacks, illegal recordings, network viruses, etc.) poses a significant risk to 
people’s data safety and asset protection. A corrupted IoT device could 
transmit incorrect cloud data to servers or allow illegal access to 
confidential company records, financial estimates, and business data. 
Equipment malfunctioning and loss of money could result from this 
(Ramya et al., 2023; Gu et al., 2023; Ponmalar and Dhanakoti, 2022). 
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Therefore, the importance of communications and information security 
has increased for both people and society. 

Especially some critical networks, such as military bases and gov-
ernment buildings, need a high level of security, and firewalls are 
frequently utilized as a fundamental security measure. However, it is no 
longer adequate owing to the challenges of people’s adaptation and the 
introduction of unfamiliar intrusions (Sarkar et al., 2023; Al Moaiad 
et al., 2022; Ragab et al., 2023). Furthermore, identifying intrusions is 
not much simpler in a massive data environment (big data). Therefore, 
to discover network intrusion detections in a big data environment, an 
efficient intrusion detection technique is required. 

For various networking assaults, numerous intrusion-detection sys-
tems (IDS) models have been provided; nevertheless, many of these 
models have identified previously undisclosed attacks (Pustokhina et al., 
2022; Ahakonye et al., 2023; Alhabshy et al., 2022). In addition to the 
conventional detection system, machine learning techniques such as 
Support Vector Machines (SVM), Neural Networks, and Hidden Markov 
Models were developed and applied to support intrusion detection sys-
tems. However, the big data environments often involve datasets with a 
large number of features or dimensions. Therefore, traditional machine 
learning models may struggle with high-dimensional data as they may 
be prone to overfitting or computational inefficiency. Moreover, the 
security threats in big data environments often exhibit complex and 
nonlinear relationships that are challenging for traditional models to 
comprehend. Furthermore, conventional machine learning often relies 
heavily on manual feature engineering, where domain experts need to 
identify and extract relevant features (Venkatesan, 2023; Awotunde 
et al., 2023; Polepally et al., 2022). Therefore, identifying incursion in 
the big data environment is very difficult using these machine learning 
techniques. Moreover, the attacks carried out by unidentified attackers, 
the real-time application has also become challenging. 

Unlike machine learning, deep learning approaches yield superior 
outcomes and have a higher number of computing layers. In addition, it 
may identify complicated trends and nonlinear interactions in the data 
set. This flexibility is essential for identifying intricate and dynamic 
patterns of intrusion in large data sets. Additionally, they effectively 
manage the huge data (Zhang, 2022; Yin et al., 2023; Adewole et al., 
2022). Apache Spark and deep learning algorithms are employed in big 
data frameworks to improve the overall efficacy and adaptability of the 
system. The continuously increasing amount of network traffic neces-
sitates using a modern intrusion detection system (IDS) in conjunction 
with Apache Spark, Hadoop, and Apache (Park et al., 2023; Aldwairi 
and Alansari, 2022). As a result, this work uses the Pyspark framework 
to create an efficient deep learning-based technique for intrusion 
detection in a big data context. 

The framework includes a highly effective hybrid deep feature se-
lection technique based on the Aquila optimizer (AO) and fuzzy entropy 
mutual information (FEMI). The AO algorithm, recognized for its opti-
mization capabilities, may find potential feature subsets with efficiency. 
This can be used in conjunction with FEMI, which excels at collecting 
non-linear and fuzzy relationships, to produce a powerful hybrid 
method that minimizes processing complexity and converges to signif-
icant feature subsets. After that, they are integrated using the modified 
canonical correlation technique (MCC). Ultimately, the big data archi-
tecture intrusions are detected and categorized using the optimized 
ResNet152V2. The techniques under consideration were trained on two 
different dataset such as CICDDoS2019 and ToN-IoT to achieve a high 
degree of accurateness in network intrusion detection. 

The main contributions of the suggested framework are listed below:  

• This study’s feature selection process combines AO and FEMI to offer 
a novel approach. This hybridization increases the effectiveness of 
feature selection, which is crucial to improving the security breach 
detection procedure.  

• When MCC is utilized for feature fusion, the feature engineering 
procedure assumes a new dimension. This technique contributes to 

optimizing the selected features, further improving the model’s 
overall performance. 

• The introduction of an optimized ResNet152-based classifier con-
tributes to accurate and robust classification of intrusion patterns. 
Moreover, the Wildebeest Herd Optimization (WHO) algorithm 
based hyperparameter optimization enhance its performance.  

• Testing our method on two different datasets shows that it works 
well in various situations and with different types of intrusion data. 
This helps prove that our approach is adaptable and reliable. 

The paper’s subsequent sections are organized as follows. A sum-
mary of several pertinent concepts put out recently is covered in Section 
2 of this article. Section 3 presents the preliminary concepts. The 
approach we suggest for efficient intrusion detection is described in 
Section 4. The evaluation findings are covered in Section 5. The paper is 
concluded in Section 6. 

2. Literature review 

In the field of cybersecurity, overcoming big data problems and 
enhancing the detection of attacks are essential. To manage the 
complexity of various security data types, researchers are investigating 
novel approaches that combine conventional and cutting-edge tech-
niques. A brief description of a few of them is provided below, and 
Table 1 provides an overview of the literature review. Furthermore, in 
order to tackle the challenges posed by heterogeneous security data, this 
review examines a variety of approaches. 

Ponmalar and Dhanakoti (Ponmalar and Dhanakoti, 2022) addressed 
primary challenges related to heterogeneous security data by proposing 
a method that improves the intrusion detection process. Their approach 
combines Ensemble Support Vector Machines (SVM) and Chaos Game 
Optimisation (CGO) algorithms. Through statistical analysis and the 
evaluation of performance indicators such as confusion matrix, ROC 
curve, precision, accuracy, F1-score, and recall, the effectiveness of their 
methodology was assessed. The model demonstrated proficiency in 
categorizing various intrusions on the UNSW-NB15 dataset, out-
performing several baseline models. 

An intrusion detection framework with deep learning techniques was 
presented by Cui et al. (Cui et al., 2023). The three components of this 
system were classification, data enrichment, and feature extraction. 
Initially, the stacked autoencoder-based component was offered for 
obtaining the characteristics from the input data to get an improved 
description of the data. Secondly, the Wasserstein generative adversarial 
network and the clustering technique derived from the Gaussian mixture 
model were used for the data augmentation procedure. Thirdly, the 
categorization step was created using CNN and LSTM. Using the UNSW- 
NB15 and NSL-KDD datasets, the performance of the proposed method 
was evaluated and contrasted with the state-of-the-art methods. 

In a comparable manner, Fu et al. (Fu et al., 2022) employed an 
attention mechanism coupled with bidirectional LSTM to detect anom-
alies within the network. The creators of this structure first use the CNN 
approach to extract key characteristics from the input data. The network 
weights were then redistributed using the attention technique. Ulti-
mately, the Bi-LSTM acquired the attributes extracted to categorize the 
incursions. The authors used the adaptive synthetic sampling (ADASYN) 
technique to gather more data in smaller categories to address the un-
balanced data issue. Additionally, an improved stacked autoencoder has 
been employed for dimensionality reduction. Various performance 
metrics were utilized for performance evaluation, and the results were 
contrasted with previous standard methods. 

To develop an intrusion detection system, Ramkumar et al. (Ram-
kumar et al., 2022) utilized a Spark environment with deep learning 
techniques. In this framework, Deep Residual Network (DRN) was hy-
bridized with the Exponential Sea Lion Optimization and RV coefficient. 
The composite feature fusion based on the RV coefficient was applied to 
choose the distinctive features. It was created by combining the 
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Canberra distance, class-wise information gain (CIG), and wrapper in 
the secondary node. After the distinguishing feature selection, over-
sampling was employed during the data augmentation phase, which 
makes the data more suitable for use in the secondary node’s further 
processing. Finally, the DRN classifier has been employed on the pri-
mary node, trained using the created Exponential Sea Lion Optimization 
method to detect intrusions. 

To increase the detection of all forms of assaults in big data, Hagar 
and Gawali (Hagar and Gawali, 2022) suggested three models: Apache 
Spark, LSTM, and two CNN. Random forests (RF), which selected 19 out 
of 84 characteristics, were used to minimize the dimensionality and 
choose the key features. The dataset is unbalanced, hence approaches 
for over- and under-sampling were used to reduce the imbalance ratio. 
The CSE-CIC-IDS2018 was used for performance evaluation. 

A hybrid algorithm named Exponential Shuffled Shepherded Opti-
mization Algorithm (ExpSSOA) based intrusion detection in big data was 
presented by Pandey et al. (Pandey et al., 2023). This approach inte-
grated a shuffled shepherded optimization algorithm and an exponen-
tially weighted moving average technique. A CIG measure-based feature 
selection process was implemented to choose essential characteristics 
from the dataset. Afterward, the data augmentation was applied to in-
crease the number of significant attributes. Finally, the ExpSSOA tech-
nique trained the Deep Maxout network to perform intrusion 
classification. For performance evaluation, the Apache Web Server 
dataset and MQTT-IOT-IDS2020 dataset were utilized. 

Similarly, Talukder et al. (Talukder et al., 2023) analyzed several 
deep and machine-learning techniques for attack identification. 
Initially, the authors implemented several preprocessing techniques, 
such as label encoding, standardization based feature scaling, and 
SMOTE based augmentation, to prepare the raw input data. Afterwards, 
the significant features were selected by XGBoost based machine 
learning technique. Finally, the selected features are forwarded to 
Artificial Neural Network, CNN, Multilayer Perceptron, K-Nearest 
Neighbor, Decision Tree (DT), and RF to perform final classification. 
RMSE, MSE, f1-score, MAE, ROC Curve, precision, recall, and accuracy 
were employed for performance assessment. 

3. Preliminary studies 

3.1. AO algorithm 

AO is a recently introduced meta-heuristic algorithm based on 
swarm intelligence, draws inspiration from the sophisticated foraging 
habits of the Aquila which lives in Northern Hemisphere. The Aquila’s 

hunting prowess involves a combination of breakneck flight speeds and 
powerful claw attacks tailored to different prey species. These tech-
niques include Elevated Soaring with Vertical Dive, Navigating Contours 
with Swift Gliding Approach, attacking at Low Altitude with a Slow 
Declining Speed, and walking and grabbing prey. When these techniques 
are translated into the mathematical framework of the AO approach, the 
first two methods stand for the exploration stage, and the following two 
reflect the exploitation stage. The algorithm smoothly switches amongst 
local exploitation and global exploration depending on the greatest 
amount of iterations (T) and the current cycle (t). If t⩽

( 2
3
)
*T then the 

exploration stages are implemented; if not, the exploitation phase is 
activated. The four techniques that make up the mathematical founda-
tion of the AO algorithm are thoroughly defined in the section that 
follows. 

Extended Exploration: Elevated Soaring with Vertical Dive 
Aquila seeks its prey from the sky in its initial move, much like a bird 

searching for food. Once it spots the best hunting spot, it swoops down 
quickly to catch its prey. This action is translated into our algorithm to 
mimic how Aquila carefully explores and then swiftly goes in for the 
hunt during the exploration phase. 

Xi(t + 1) = Xb(t) ×
(

1 −
t
T

)
+Xm(t) − Xbest(t) × r1 (2)  

In this context, r1 is a arbitrary number falling among 0 and 1, The Xb(t) 
stands for the best solution found thus far; Xi(t+1) represents the po-
tential location of the i-th Aquila in the upcoming iteration t+1. Addi-
tionally, Xm(t) indicates the mean location value derived from all 
individuals in the population, determined using Equation (2). 

Xm(t) =
1
N
∑N

i=1
Xi(t) (3)  

Here, Xi(t) signifies the position vector of the ith Aquila in the ongoing 
iteration t and N signifies the population size. 

Focused Exploration: Navigating Contours with Swift Gliding Approach 
This is Aquila’s primary predation approach. After pinpointing the 

prey area, Aquila transitions from high-altitude soaring to a hovering 
stance above the target. In this poised state, it carefully scans for an 
opportune moment to initiate an attack. In this stage, the formula for 
updating the location is expressed as: 

Xi(t + 1) = Xb(t) × LF(D)+Xr(t) + (y − x) × r2 (4)  

Here, r2 is a randomly generated number between 1 and 0; The prob-
lem’s dimension size is denoted as D; Xr(t) represents the position of a 

Table 1 
Summary of the literature review.  

Study Techniques Dataset Performance metrics Drawback 

Ponmalar and Dhanakoti 
(Ponmalar and 
Dhanakoti, 2022) 

Ensemble SVM, CGO UNSW-NB15 Confusion matrix, ROC curve, 
Precision, Accuracy, F1-score, 
Recall 

This approach is slightly affected by changes made to the 
conditions determining when the algorithm stops its iterations 
(referred to as “halting function revisions”). These changes 
might impact the performance of the solution, especially in 
terms of energy consumption during the classification process. 

Cui et al. (Cui et al., 
2023) 

CNN– LSTM UNSW-NB15, NSL- 
KDD 

Accuracy, Precision, Recall, 
and F1 Score 

The integration of complex modules may introduce 
computational complexity 

Fu et al. (Fu et al., 2022) Bi-LSTM NSL-KDD false positive rate, F1 score, 
recall, precision, and accuracy 

Attack detection accuracy is low 

Ramkumar et al. ( 
Ramkumar et al., 
2022) 

DRN with Spark, 
Exponential Sea Lion 
Optimization 

MQTT-IoT-IDS2020, 
Apache Web Server 
dataset 

Precision, Recall, and F1 Score Deploying and integrating a DRN-based intrusion detection 
system into a real-world environment can be complex. 

Hagar and Gawali ( 
Hagar and Gawali, 
2022) 

Apache Spark, LSTM, 
CNN, Random Forests 

CSE-CIC-IDS2018 Confusion matrix, f1-score, 
accuracy 

This approach failed to utilize more datasets for handling 
various types of attacks 

Pandey et al. (Pandey 
et al., 2023) 

ExpSSOA with Deep 
Maxout network 

Apache Web Server, 
MQTT-IOT-IDS2020 

Accuracy, precision, recall, 
and F1 score 

Training time of this network is very high and may require high 
computational resources 

Talukder et al. (Talukder 
et al., 2023) 

Various deep and 
machine-learning 
techniques 

KDDCUP’99, CIC- 
MalMem-2022 

Accuracy, precision, recall, F1 
score, RMSE, confusion 
matrix, and ROC 

Limited analysis of various types of attacks, performing only 
binary classification on the CIC-MalMem-2022 dataset.  
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randomly selected Aquila individual; LF(•) signifies the Lévy flight 
distribution function, defined in the following equation: 

LF(x) = 0.01 ×
u × σ
|v|

1
β
, σ =

⎛

⎜
⎝

Γ(1 + β) × sin( πβ
2 )

Γ(1 + β) × β × 2( β− 1
2 )

⎞

⎟
⎠

1
β

(5)  

Here, β is the constant value 1.5, (•) denotes the gamma function and v 
and u represents the arbitrary numbers within 0 and 1. The variables x 
and y in Equation (4) are used to illustrate the contour spiral shape, 
determined by the calculations defined in Equation (6). 
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

x = (R + U × D1) × sin
(

− ω × D1 +
3 × π

2

)

y = (R + U × D1) × cos
(

− ω × D1 +
3 × π

2

) (6)  

Here, ω = 0.005, U designates a minor value fixed at 0.00565, The 
integer numbers represented by D1 range from 1 to the dimension size 
(D), and A fixed amount of search steps ranging from 1 to 20, is repre-
sented by R. 

Expanded Exploitation: Attacking at Low Altitude with a Slow Declining 
Speed 

In the third strategy, Aquila’s descent begins once the prey’s location 
is approximately determined, initiating an initial attack to observe the 
prey’s reaction. This hunting behavior is mathematically represented by 
Equation (7). 

Xi(t + 1) = (Xb(t) − Xm(t)) × α − r3 + ((UPB − LRB)
×r4+LRB) × δ (7)  

Here, the exploitation adjustment factors, α and δ, are set at 0.1. Random 
numbers between 0 and 1 denoted by r3 and r4. The search domain’s 
lower and upper boundaries are denoted by LRB and UPB, 
correspondingly. 

Focused Exploitation: Ground Approach and Seizing Prey 
During this phase, Aquila transitions to the ground, mimicking the 

target prey’s escape trajectory in a random manner, and ultimately ex-
ecutes a precise attack. This behavior is described below: 

Xi(t + 1) = QF × Xb(t) − G1 × Xi(t) × r5 − G2 × LF(D)+G1 × r6 (8)  

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

QF(t) = t
2×r7 − 1
(1− T)2

G1 = 2 × r8 − 1

G2 = 2 ×
(

1 −
t
T

)
(9)  

Here, G1 and G2 are parameters governing Aquila’s motion and flight 
slope during the pursuit of the evading prey; G2 linearly decreases from 
2 to 0; G1 is a arbitrary number within − 1 to 1; the random numbers r5, 
r6, r7, r8 are ranging between 0 and 1; QF represents the quality func-
tion employed to regulate the search approach. 

4. Proposed methodology 

Due to the arrival of new big data applications, intrusion detection 
has been promoted as an essential duty in security-related concerns. In 
order to detect network breaches and improve safety, a deep learning 
based reliable intrusion detection mechanism is developed in this study. 
There are four primary phases in the suggested intrusion detection 
method. They are preprocessing, data augmentation, feature selection, 
and classification. The raw data is first put through several preprocess-
ing procedures to prepare it for further analysis. After the preprocessing, 
the data augmentation is conducted based on Auxiliary Classifier 
Generative Adversarial Network (ACGAN) to increase the minority class 
samples. Then the significant features are selected from the dataset using 

a hybrid feature selection technique. This hybrid approach selects the 
important attributes using FEMI and AO algorithm. Afterward, the 
selected attributes are fused using the MCCA to obtain the optimal 
feature set. Then, optimal features are forwarded to the ResNet152V2 
network for final intrusion detection and classification. The network’s 
hyperparameters are optimized using the WHO technique to raise the 
classifier’s efficiency. The overall system framework of this work is 
depicted in Fig. 1. 

The forthcoming sections will look into the suggested approach for 
detecting intrusions in huge data. The Section 4.1, “Preprocessing,” 
delineates the essential stages of data cleansing and information trans-
lation, demonstrating how these procedures improve the dataset for 
successful deep learning model training. In the next Section 4.2, the 
unbalanced data issue is addressed and ACGAN-based data augmenta-
tion is introduced to create synthetic data. Using the AO and FEMI al-
gorithms, we carried out a hybrid feature selection procedure and the 
features are then fused using the MCCA method in Section 4.3. In section 
4.4, ResNet152v2 carried out intrusion categorization using the final 
fused features. Lastly, section 4.4.1 uses the WHO algorithm to adjust 
the ResNet152v2 hyperparameters. 

4.1. Preprocessing 

In the classification of big data, data preprocessing plays a crucial 
role, involving two interrelated steps: information transformation and 
data cleaning. During the data cleaning step, the redundant, irrelevant, 
and noisy data are removed from the massive data sets that have been 
trained on ToN-IoT and CICDoS2019. Afterwards Information trans-
formation step is performed. It ensures that the data is appropriately 
formatted and prepared for deep learning tasks. This phase includes 
steps such as Label Encoding and data normalization. By transforming 
the information, the data becomes more conducive to effective model 
training, enabling algorithms to learn patterns and make accurate 
predictions. 

In the Label Encoding procedure, the categorical values in the data 
set are assigned to numerical values. Then, to address the computational 
difficulties, the biggest and least values in the datasets are obtained and 
normalized using Equation (10). By supporting the normalized dataset, 
the values fall inside the range [0, 1]. 

v′ =
v − vmin

vmax − vmin
(10)  

Here, the normalized value of v is denoted by v′, and the least and 
highest value of the dataset is represented by vmin and vmax, respectively. 

4.2. ACGAN based data augmentation 

In this study, we performed synthetic data augmentation using an 
enhanced variant of GAN termed ACGAN that enables the discriminator 
to be imposed by recreating auxiliary data, like predicting the classifi-
cation label of a data rather than acquiring this as input. Every produced 
sample has noise z and appropriate class label c. 

In ACGAN, the fake data produced by the generator Xfake = G(c,z) 
and the discriminator D produces a distribution of probabilities across 
class labels and sources, denoted as P(SR|X), P(CS|X) = D(X). The log- 
likelihood for the correct source (LSE) and the log-likelihood for the 
correct class (LCS) make up the objective function of the ACGAN, which 
are expressed in equations (12) and (13). 

LSE = E[logP(SR = real|Xreal) ]+

E
[
logP

(
SR = fake

⃒
⃒Xfake)

] (12)  

LCS = E[logP(CS = cs|Xreal) ]+E
[

logP(CS =

cs
⃒
⃒Xfake)

]

(13) 

In Equation (12), logP(SR = real|Xreal) denotes the Log-likelihood of 
the discriminator correctly classifying real samples’ source as real; 
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logP(SR = fake
⃒
⃒Xfake) denotes the Log-likelihood of the discriminator 

correctly classifying fake samples’ source as fake;E[.] denotes the 
average over all samples. 

In Equation (13), logP(CS = cs|Xreal) represents the Log-likelihood of 
the discriminator correctly classifying real samples with the correct class 
label; logP(CS = cs

⃒
⃒Xfake) represents the Log-likelihood of the discrimi-

nator correctly classifying fake samples with the correct class label. 
The discriminator and the generator have been trained to maximize 

LSE + LCS and LCS-LSE, respectively. The LSE measures how well the 
discriminator can correctly classify whether the sample is real or fake. 
This helps the discriminator become proficient in identifying the source 
(real or generated). Also, LCS ensures that the generated samples not 
only look real but also carry the correct class information. It guides the 
generator to produce diverse and realistic samples across different 
classes. By incorporating these log-likelihood terms into the loss func-
tions, the ACGAN optimizes both the discriminator and generator net-
works simultaneously. 

Three 1D transposed convolutional layers, hyperbolic tangent (tanh) 
layers, two batch normalization layers, and three ReLU activation layers 
are the layers that make up the generator portion of the model. Four 1D 
convolutional layers, four batch normalization layers, and four Lea-
kyReLU activation layers with a 0.2 slope comprise the discriminator. 
Every layer contains a 0.5 dropout except the final one. After flattening 
the output, the second layer employs the softmax function to forecast the 
label of the class. The sigmoid function’s flattened final output is used by 
the first output layer to forecast the reality of the generated data. The 
general architecture of ACGAN is given in Fig. 2. 

4.3. Hybrid feature selection approach 

Selecting suitable characteristics is an essential process that increases 
classification accuracy and decreases computational time. Two strate-
gies are used in this work to choose the finest features. They are the AO 
algorithm and FEMI. The features selected by these techniques are 
finally fused to obtain the best optimal features using MCCA. 

4.3.1. Fuzzy entropy mutual information (FEMI) 
In this subsection, FEMI based feature selection process is presented 

to handle the feature inconsistency. To make the final choice, the orig-
inal feature vector’s fuzzy entropy is first calculated and then included 
in the mutual information equation. Following is a definition of fuzzy 
entropy: 

Fuz(Er) = − K
∑n

i=1
{xilog(xi) + (1 − xi)logp(1 − xi)} (14)  

Here, Fuz(Er) represents the fuzzy entropy of Er; K is constant; n denotes 
number of elements in vector E; xi denotes the ith element of the vector 
E; logp(1 − xi) is the probability of the complement of xi 

The following formula is used to calculate the join entropy of two 
variables: 

J(Er) =
∑

xi ,xj

p
(
xi, xj

)
log(xi, xj) (15)  

J
(
xi
⃒
⃒xj
)
= −

∑

xi ,xj

p
(
xi, xj

)
logp(xi

⃒
⃒xj
)

(16)  

Here, J(Er) denotes the Joint entropy of the variable Er; xi,xj are values 

Fig. 1. System Architecture.  
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of the variables E; p(xi,xj) represents the Joint probability distribution 
function of xi,xj; J(xi

⃒
⃒xj) denotes the conditional entropy of xi,xj 

Then the mutual information between xi and xj is computed using 
the following Equation. 

MI
(
xi; xj

)
= −

∑

xi ,xj

p
(
xi, xj

)
log

(
p
(
xi, xj

)

p(xi), p
(
xj
)

)

(17)  

Here, MI(xi; xj) denotes the mutual information among xi and xj; p(xi),

p(xj) denotes the marginal probability distribution functions; p(xi, xj)

denotes the Joint probability distribution function; log
(

p(xi ,xj)

p(xi),p(xj)

)

is the 

natural logarithm of the ratio of the joint probability to the product of 
the marginal. 

Finally, Using the FEMI approach MI(xi; xj) is the final generated 
vector. 

4.3.2. Aquila optimizer (AO) 
Using this approach, Agent N is initially distributed across x in-

dividuals. The agents in the present population are upgraded depending 
on the best solution of AO. The following Equation generates the initial 
population X, which comprises N solutions. 

Xi = LRB+ radm(1,NF) × (UPB − LRB) (18) 

Here, radm (1, NF) stands for the random vector containing features, 
UPB and LRB stand for the upper and lower search space borders, and 
number of features represented by NF. Following that, at the step of 
population updating, the populations are converted into the Boolean 
value BXij, denoted by the following Equation. 

BXij =

{
1
0

if Xij > 0.5
otherwise (19) 

The characteristics with zero values are removed from the feature 
collection after the Boolean conversion. As a result, the feature set no 
longer includes unnecessary features. Then the following equations are 
used to calculate the fitness of each feature. 

Fiti = λ × γi +(1 − λ) ×
(
|BXi|

D

)

(20)  

Here, the weights are λ ∈ [0, 1] included in the algorithm to regulate the 

balance between the appropriate features ratio 
(
|BXi |

D

)
and γi error in the 

classification. The best Fit and its related agent Xb are then identified. At 
this stage, the stopping conditions are evaluated; if they are not satisfied, 
the updated stage is repeated. Without this, Xb is utilized as the output of 
the selected features, and iteration is finished. 

Finally, the resultant feature vector Xb is fused with the obtained 
FEMI based feature selection vector using MCCA to obtain the best 
optimal feature set. 

4.3.3. MCCA based feature fusion 
In this algorithm, the most compelling features of FEMI and AO are 

eventually combined into one matrix. The original CCA is expressed 
mathematically as, 

{xi}
n
i=1 ∈ Sj,

{
yj
}n

j=1 ∈ Sk, {zk}
n
k=1 ∈ Sl, (21)  

Here, n is the observation size, whereas l, k, and j represent the sample 
space’s dimensions. Projections directories are what MCCA is looking 
for. 

ax ∈ Sj, ay ∈ Sk, az ∈ Sl (22)  

This increases the relationship among the sample matrices aT
xX, aT

y Y, aT
z Z.

here; the sample matrices are Z = [z1, z2, … zn], Y = [y1, y2, … yn] and X 
= [x1, x2, … xn]. In mathematical terms, it is resolved by, 

ρ = max
aT

x ayZxyzaz
̅̅̅̅̅̅̅(
aT

x

√

Zxxax)
(

aT
y Zyyay

)(
aT

z Zzzaz
) (23)  

Here, Zxx = XXT, it Zyy = YYT ,Zzz = ZZT reflects covariance within three 
feature sets, and the covariance matrix between feature sets is defined by 
Zxyz = XYZT. Generalized Eigen-problem computation can determine 
MCCA when the matrices contained in feature sets are not singular. 
⎡

⎢
⎢
⎢
⎣

ZxyzZ− 1
zz Zzxy 0 0
0 ZzxyZ− 1

yy Zyzx 0

0 0 ZyxzZ− 1
xx Zxzy

⎤

⎥
⎥
⎥
⎦

⎡

⎢
⎣

Ax

Ay

Az

⎤

⎥
⎦

= λ

⎡

⎢
⎣

Ax

Ay

Az

⎤

⎥
⎦

(24) 

Let’s define three projection directories matrices as Ax = [ax1, ax2, … 
axn], Ay = ay1, ay2, … ayn, Az = [az1, az2, … azn]. In this case, the vector 
pairs (axi, ayi, azi)

d
i=1 match the highest d generalized Eigenvalue. The 

fused feature, which is described below, can be obtained from the three 
modalities: 

F(i) =

⎡

⎢
⎢
⎢
⎣

AT
x x

AT
y y

AT
z z

⎤

⎥
⎥
⎥
⎦

(25) 

In this case, the fused vector F (i) was arranged into decreasing 
order, and redundant characteristics were removed using a comparative 
approach. The final results features are finally transferred to ResNet152 
based classifier to perform intrusion detection. 

Fig. 2. ACGAN.  
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4.4. ResNet152v2 based classification 

A more recent member of the ResNet family, ResNet152V2 out-
performs ResNet152V1. The main concept of the V2 model is the 
introduction of a shortcut path that permits data to be sent not just 
among residual blocks but also across the whole network. This model, 
with 152 layers, is aptly named ResNet152V2. To effectively classify 
attacks, the network includes components like a dense layer with forged 
frames, a flatten layer, a dropout layer, reshape layer, and a softmax 
activation with a dense layer. The depth of this deep network poses a 
challenge in appropriately adjusting the weights between layers, given 
the layer growth. To overcome this, the network employs a small par-
allel link through regular convolution layers, addressing the issue of 
performance degradation. 

ResNet152V2 unfolds in four sequential stages, each characterized 
by a specific number of repetitive residual blocks. The initial stage, Stage 
1, encompasses three repeated residual blocks, with each block featuring 
three 1D convolution layers. Moving to Stage 2, the network in-
corporates eight recurring residual blocks, followed by a substantial 
expansion to 36 repetitive residual blocks in Stage 3. The final stage, 
Stage 4, concludes with three repetitive residual blocks. The backbone of 
ResNet152V2 lies in its residual blocks, governed by Equation (26), 
which serves as the foundational equation guiding the architecture’s 
construction and ensures the seamless flow of information through the 
network. 

y1 = f
(
x1,w1

)
+ h(x1), x2 = f (y1) (26)  

Here, the residual function is denoted by f; the residual unit weight is 
denoted by w1,w2… i, and ith residual unit are represented by x1, x2,….i. 
If x2 ≡ y1 then 

x2 = x1 + f (x1,w1) (27)  

x3 = x2 + f (x2,w2) = x1 + f (x1,w1)+ f (x2,w2) (28)  

x4 = x3 + f (x3|w3) = x1 + f (x1,w1)+

f (x2,w2) + f (x3,w3)
(29)  

xi = x1 +
∑

k = 1i− 1f (xk,wk) (30)  

The backpropagation process is affected by Equation (30) which is 
presented in the following Equation. 

∂ϕ
∂x1

=
∂ϕ
∂xi

.
∂xi

∂x1
=

∂ϕ
∂xi

(

1 +
∂

∂x1

∑
k = 1i− 1f (xk,wk)

)

(31) 

Here, the loss function is denoted by ϕ. Based on the above two 
equations (Eq. (30) and (31)), it is identified that the signal is easily 
forwarded in both directions. Furthermore, the bi-directional gated 
recurrent unit (Bi-GRU) is implemented in this study to reduce the 
model’s sequential difficulty. The concealed state of forward and 
backward travels are combined as the following reserved representation 
Jλ

j in the Bi-GRU. 

Jλ
j =

[

GRU
μ (

σj
)
;GRU

⌣(
σj
)
]

(32)  

In the above equation, σj is computed based on weights and token t =
∑Y

y=12y s, expressed in the following Equation. 

σj =
∑Y

y=1

byJyj
t

(33)  

In this case, the weights of the yth layer are denoted by by 
The integration of Bi-GRU in conjunction with ResNet152V2 is a 

strategic move to mitigate data noise during processing. By considering 
both the preceding and succeeding sequences of data, Bi-GRU 

contributes to an efficient and prolonged operation, accelerating the 
model’s performance within a short timeframe. The collaborative 
approach of ResNet152V2 and Bi-GRU empowers the model to discern 
and categorize network attacks, culminating in an output generated 
through the final layer of the architecture. To further optimize the 
network’s functionality, the Wildebeest Herd Optimization (WHO) 
method is employed to fine-tune hyperparameters, thereby increasing 
the whole performance of the classifier. 

4.4.1. Parameter optimization using wildebeest Herd Optimization (WHO) 
algorithm 

We have optimized our classifier network using the WHO algorithm. 
The WHO algorithm was based on the wildebeests’ behavior when 
seeking food. The friendly, versatile mammal known as the wildebeest 
hunts for food. To entice females to reproduce, males engage in 
competition with opponents. It begins by randomly initializing a num-
ber of populations (wildebeests) as candidates. In this case, the popu-
lation is constrained between the lower (Wmin) and upper (Wmax) 
borders. 

Wi ∈ [Wmin,Wmax] (34)  

Here, i = 1, 2…N 
During the local milling process, the wildebeest engage in strategic 

movements within their immediate surroundings. This phase is 
emulated by a search for an optimal position, incorporating a consistent 
yet small random movement denoted by the variable “n” across solution 
spaces. Candidates within the location “W” utilize an arbitrary position 
“Zn,” actively exploring minute random stages. The introduction of a 
random step size, adjustable in length, contributes to the adaptability of 
this local exploration. The formula employed for determining the local 
experimental phase “Z” encapsulates the nuanced dynamics of this 
localized movement, enhancing the algorithm’s ability to navigate the 
solution landscape effectively. 

Zn = Wi + ε × θ × v (35)  

Here, a random uniform value among 0 and 1 is represented as θ the 
random unit vector is designated as v, the contestant number is repre-
sented as Wi, and the ε denotes the learning rate. 

In response to its surroundings, the wildebeest adapts its position, 
seeking an optimal and randomized location within its vicinity. 

Wi = α1 × Z∗
n + β1 ×

(
Wi − Z*

n

)
(36)  

Here, the candidate’s local movement is directed by the leader variables 
α1 and β1 

Modeling the wildebeests’ swarm instinct is the final step. Once the 
other candidates are set up in a spot with the right kind of food source, it 
is activated. That is described in the following Equation. 

Wi = α2 × Wi + β2 × Wh (37)  

Here, a random candidate denoted by Wh 
To avoid candidates venturing into regions with limited resources, an 

additional term is incorporated into the WHO algorithm, introducing a 
mathematical representation that guides candidates away from such 
areas: 

Wi = Wi + θ × (Wmax − Wmin) × v (38)  

Here v is the vector of random units. 
Simulating a crowded region is the next phase of this algorithm. 

When there is a large scale of grass available, there is a crowd. The phase 
is known as “individual pressure.” The strongest competitor applies the 
following formula to annihilate the others during the competition phase: 

if (‖W* − Wi‖) < η, (‖W* − Wi‖) > 1 (39) 
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Then 

Wi = W∗ + ε × n̂ (40)  

Here η represents a cutoff to avoid overcrowding in the area and the 
quantity of exploitable sectors adjacent to the optimal location denoted 
by n̂. 

For better placements, the final step simulates the swarm social 
memory. The following formula is used to obtain it. 

W = W∗ + 0.1 × v̂ (41)  

At last, the ideal optimal result of the WHO method is used to initialize 
the hyperparameters of the ResNet152V2, such as learning rate, epoch, 
batch size, weight decay rate, momentum, and dropout rate. 

5. Result and discussion 

This part describes the investigational examination of the presented 
work and the performance measures applied to evaluate the classifica-
tion effectiveness of our suggested method. The research used the 
Pyspark tool, which supports the Python programming language on the 
Apache Spark big data framework within the Google Colab setting. All 
testing used Windows 10 64-bit, a Core i7 processor running at 2.70 
GHz, 16 GB of RAM, and the Python programming language. The dataset 
is distributed into testing and training portions of 30 % and 70 %, 
respectively, and the 0.001 learning rate, weight decay rate at 1e-06, 
momentum at 0.8, batch size at 8, and dropout rate at 0.9 were opti-
mized using the WHO method. 

5.1. Dataset description 

CICDDoS2019 dataset: The Canadian Institute for Cybersecurity 
(CIC) has made the CIC-DDoS 2019 dataset available for use. It was 
created in a suitable test environment and contains the findings of actual 
internet traffic reports. The 30,480,823 records in the CICDDoS2019 
dataset are divided into 30,423,960 recordings of DDoS attacks and 
56,863 records of benign activity. In addition, twelve different types of 
DDoS attacks are separated from regular network traffic. Eighty-six 
features are used to describe every record. It is produced using more 
sophisticated technologies and has a wider variety of DDoS attack 
traffic. This dataset is accessible as PCAP and CSV files with labeling. 

ToN-IoT dataset: It is designed to gather and examine diverse forms 
of IIoT and IoT data. It includes the information gathered from various 
resources, such as monitoring data from linked gadgets, Windows and 
Linux log files, and computer traffic from the network. Additionally, it 
includes concurrent sets of legal and illegal actions in network archi-
tecture, software platforms, and IoT applications. This dataset is avail-
able in CSV with nine categories of intrusions (injection, backdoors, 
ransomware, MITM, reconnaissance, password cracking attacks, DoS, 
DDoS, and XSS). 

5.2. Performance metrics 

Using standard evaluation metrics like F-score, Recall, Precision, and 
Accuracy, the efficacy of the suggested intrusion detection method is 
assessed. 

Accuracy =
tp + tn

tp + fp + tn + fn
(42)  

precision =
tp

tp + fp
(43)  

recall =
tp

fn + tp
(44)  

f 1 − score = 2 ×
precision × recall
precision + recall

(45) 

The stability among the true positive and false positive rate is plotted 
using the area under the receiver operating characteristics (ROC) Curve 
(AUC-ROC) based on the following Equation. 

AUCroc =

∫ 1

0

tp
tp + fn

d
fp

tn + fp
(46) 

The symbols fn, fp, tn, and tp denotes for false negative, false posi-
tive, true negative, and true positive, correspondingly. The recall can be 
utilized to assess how accurate the suggested classifier is by dividing the 
proportion of true positives from the total positive events. High preci-
sion and recall indicate the presence of necessary true positives and true 
negatives. The F-score represents the harmonic mean of recall and 
precision. 

5.3. Performance evaluation on CICDDoS2019 dataset 

The findings from the thorough analysis of the suggested method on 
the CICDDoS2019 dataset are shown here. The DoS and DDoS are basic 
but successful attack types that have become highly popular among 
network attackers. As a result, network security researchers are paying 
more attention to them than other kinds of attacks. On the CICD-
DoS2019 dataset, a comparative analysis of various DDoS attack types is 
shown in Table 2. 

Our research shows that the suggested method performs best at 
detecting “Benign” traffic (99.98 %) and poorly at detecting “WebDDoS” 
traffic (98.82 %). Due to the “WebDDoS” sample being extremely rare 
across the entire dataset, our model performs poorly. Moreover, the 
behavior pattern of traffic type “UDP-Lag” is similar to that of regular 
network traffic; it is more challenging for our model to correctly identify 
“UDP-Lag” attacks, which achieves only 98.97 % accuracy compared to 
other techniques. 

Table 3 contrasts the effectiveness of the suggested strategy with 
several IDS models from a big data perspective. We introduced an 
enhanced deep learning technique based on ResNet152V2 to categorize 
incoming traffic into good and harmful categories. The suggested model 
was evaluated and contrasted with the following models that were also 
used on the same dataset: Random forest, energy-based Online 
Sequential Extreme Learning Machine (e-b OSELM), Optimised LSTM, 
LightGBM, and Kafka Streams-based DDoS (KS-DDoS). 

According to Table 3 and Fig. 3, our approach performed better than 
existing techniques regarding several standard metrics. The proposed 
deep learning technique has the potential to detect intrusions effectively 
due to its ability to handle a high degree of complex nonlinear in-
teractions. It might be applied to get beyond the drawbacks of tradi-
tional classification methods, which rely on classical feature encoding to 
find abnormal traffic. The Random forest model showed inferior F1- 
score, recall, precision, and accuracy compared to all other methods. 

Table 2 
Comparison of various attack categories on CICDDoS2019.  

Intrusion Categories F1-score Recall Precision Accuracy 

Benign  99.93  99.91  99.95  99.89 
WebDDoS  99.32  99.13  99.51  98.82 
UDP-Lag  99.42  99.25  99.59  98.97 
NTP  99.87  99.84  99.9  99.81 
LDAP  99.84  99.8  99.89  99.78 
SSDP  99.5  99.38  99.63  99.19 
UDP  99.66  99.55  99.77  99.39 
NetBIOS  99.6  99.47  99.73  99.27 
MSSQL  99.73  99.63  99.84  99.49 
SNMP  99.83  99.79  99.88  99.75 
TFTP  99.79  99.75  99.83  99.67 
DNS  99.77  99.73  99.81  99.52  
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Moreover, LSTM’s f1-score, recall, and precision values are lower than 
other models. Because future contextual information that would aid in 
understanding the meaning of the examined text is not retained by this 
method; instead, it is ignored. As a result, among all the models, it 
performed the worst. 

In order to examine the stability among the False Positive Rate and 
True Positive Rate of all attack categories, ROC curves are created on the 
CICDDoS2019 datasets, depicted in Fig. 4. The chart shows that the 
outcomes of our suggested approach are close to the ideal position, 

where the true positive’s number is one, and the false positive’s number 
is zero. This indicates that the suggested technique can accurately 
classify 99.8 % of DDoS and regular classes. This shows that the hybrid 
approach can effectively identify and classify malicious payloads that 
incorporate DDoS attacks. 

The confusion matrix-based classification for various assault types is 
displayed in Fig. 5, along with the precise number of predictions. On the 
cicddos2019 dataset, the proposed approach accurately identifies 
benign and various attack types, and the tp and tn rates are quite high. In 
contrast, fp and fn rates remain very low (i.e., are marked by various 
color squares). Compared to other samples, the benign samples have a 
considerably higher proportion, although there is no color square sur-
rounding tn cases in those samples. We also see the ’WebDDOS’ attack 
type perform poorly because its test samples are much fewer than those 
for other classes. 

Additionally, we discover through experiments that the attributes of 
the “WebDDoS” and the “SSDP” share similar qualities. Due to this, 
certain WebDDoS data are mistakenly labeled as “SSDP” by the proposed 
approach, and we can observe that fp and fn are significantly high-
lighted for this attack type. However, this has no impact on the perfor-
mance of the overall result. 

5.4. Performance analysis on ToN-IoT dataset 

To analyze the performance of the proposed approach, several ex-
aminations are conducted on the ToN-IoT dataset, and the performance 
result for individual attack types is shown in Table 4. The “XSS” and 
“scanning” attack types contained the least quantity of IoT device data 
compared to the other attack types. However, the suggested model could 
still detect them with a detection rate of 98.87 % (XSS) and 98.92 % 
(Scanning) accuracy due to our ACGAN based data augmentation 
technique. 

The performance study of the suggested model on the ToN-IoT 
dataset is shown in Table 5, along with comparing its performance 
with five leading models. The table shows that the proposed model 
performs with 99.22 % accuracy better than the others. This is because 
the suggested hybrid feature selection technique offers more robust 
optimized features than existing approaches. Additionally, an optimized 
classifier outperforms a single classifier in terms of accuracy. Among 
other models, Convolutional Neural Networks (CNN) and Artificial 
Neural Networks (ANN) obtained the second and third greatest accuracy 
with 98.87 % and 98 %, respectively. Furthermore, CNN and ANN 
achieved the second and third highest accuracy with 98.87 % and 98 %, 
respectively, than other existing models. However, it is not more than 
our proposed approach. 

Table 5 and Fig. 6 display the Deep Neural Network (DNN) model’s 

Table 3 
Comparative Analysis of the CICDDoS2019 dataset.  

Techniques AUC F1- 
score 

Recall Precision Accuracy 

Random forest (Patil 
et al., 2022) 

– 89 89 89.14  89.05 

e-b OSELM (Wang et al., 
2022) 

0.985 97.1 – –  97.19 

Optimized LSTM ( 
Packialatha, 2023) 

– 85.02 85.02 85.02  94.01 

LightGBM (Rani et al., 
2023) 

0.995 98.83 99.26 99.71  99.27 

Kafka Streams-based 
DDoS (KS-DDoS) (Patil 
et al., 2022) 

– 0.95 0.92 0.98  91.23 

Proposed 0.998 99.68 99.60 99.77  99.46  

Fig. 3. Comparison of accuracy and F1-score on the CICDDoS2019 dataset.  

Fig. 4. ROC curve on the CICDDoS2019 dataset.  Fig. 5. Confusion matrix on the CICDDoS2019 dataset.  
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unsatisfactory precision, recall, F1-score, and accuracy results. DNN 
models would be unable to remember information for very long periods 
since they cannot handle very long-term sequencing. As a result, the 
DNN model generated less than ideal-results. Additionally, if the data 
contains many characteristics, the model gets more complicated and 
tends to overfit the training set. Therefore, this study uses an efficient 
hybrid feature selection technique to maintain the most crucial aspects 
while eliminating unnecessary features. As a result, the model will be 
more accurate. 

The AUC values on the ToN-IoT dataset are also analyzed to assess 
the performance of the suggested model, which are depicted in Fig. 7. A 
performance indicator for classification issues at different threshold 
levels is the ROC curve. A higher AUC number suggests greater accuracy 
in predictions. Fig. 7 shows the x-axis and y-axis for the erroneous and 
accurate categorization rates, respectively. We utilize the one-vs.-rest 
technique to show the ROC curve and AUC value for every category in 
a multi-class classification strategy. All AUC values are higher than 0.9, 

confirming that the suggested model yields superior classification 
outcomes. 

Fig. 8 shows the confusion matrix for the suggested technique on the 
TON-IOT dataset. The summarized output of the incursions that our 
suggested classifier correctly or incorrectly identified is known as the 
confusion matrix in classification. This matrix offers precise information 
on the performance of the suggested model. It is clear from the graphic 
that the suggested strategy correctly categorizes the majority of the 
occurrences from the testing set. 

Fig. 8 also demonstrates a more precise classification of the data 
affected by different assaults. The true negative (with intrusion) and true 
positive (without intrusion) rates categorized by the suggested approach 
are shown in the values in the confusion matrix’s diagonal; in contrast, 
other columns and rows indicate the classified data’s false positive and 
false negative values. Misclassifying DDoS as Injection, Injection as DoS 
and DDoS, and XSS as password provide some false classifications. 
However, each assault type was correctly classified most of the time, so 
these misclassifications do not affect the classifier’s overall perfor-
mance. The uppermost true negative and true positive values are dis-
played in that matrix’s diagonal values. The diagonal values in the 
matrix display the high true negative and true positive values. There-
fore, we may conclude that the suggested strategy successfully catego-
rizes intrusion detection on big data. 

Table 4 
Comparison of various attack categories on ToN-IoT.  

Intrusion Categories F1-score Recall Precision Accuracy 

Benign  99.68  99.71  99.65  99.75 
Backdoor  98.95  98.98  98.92  99.05 
DoS  99.57  99.61  99.53  99.65 
DDoS  99.41  99.43  99.4  99.47 
Injection  99.26  99.29  99.24  99.33 
Scanning  98.88  98.9  98.86  98.92 
MITM  99.21  99.22  99.2  99.26 
Ransomware  99.09  99.11  99.08  99.14 
Password  99.13  99.15  99.11  99.19 
XSS  98.83  98.84  98.82  98.87  

Table 5 
Comparative Analysis of the ToN-IoT Dataset.  

Techniques AUC F1- 
score 

Recall Precision Accuracy 

KNN (Thaseen et al., 
2021) 

94.95 98.10 
% 

96.89 
% 

96.77 % 97.73 % 

ANN (Komisarek et al., 
2021) 

0.9681 98 98 98 98 

DNN (Vishwakarma 
and Kesswani, 2022) 

– 61.96 
% 

69.53 
% 

56.84 69.53 % 

XGBoost (Awad et al., 
2022) 

– 87.36 84.81 83.18 94 

CNN (Ferrag et al., 
2021) 

– 82.5 83.3 81.6 98.87 

Proposed 0.992 99.20 99.22 99.18 99.26  

Fig. 6. Comparison of accuracy, precision, recall, and f1-score.  

Fig. 7. ROC Curve for ToN-IoT dataset.  

Fig. 8. Confusion matrix of the ToN-IoT dataset.  
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5.5. Conclusion 

This study represents a significant stride in increasing the reliability 
of intrusion detection in the challenging domain of big data. Our novel 
framework presented a powerful deep learning method based on 
ResNet152, demonstrating its capacity to precisely classify incursions. 
To effectively tackle imbalanced datasets, minority class data are 
boosted by ACGAN-driven data augmentation. Another significant effort 
is the hybrid feature selection method, which combines the AO algo-
rithm with FEMI to ensure that relevant qualities are found and 
included. For the best feature fusion using the MCCA technique, this 
creates the prerequisites. In experimental evaluation, our proposed 
model demonstrates exceptional performance on the CICDDoS2019 and 
ToN-IoT datasets, outperforming previous intrusion detection strategies 
with impressive accuracy rates of 99.46 % and 99.26 %, respectively. 
These results underscore the efficacy and superiority of our developed 
algorithm. Future enhancements may involve creating a hybrid deep 
learning-based method to address processing challenges in big data 
intrusion detection, potentially expanding coverage to include other 
attack types like Trojan, rootkit, etc. for classification. 
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ABSTRACT 

Availability of relevant and timely information is of utmost importance in conduct of business by 

Police, particularly in investigation of crime and in tracking &amp; detection of criminals. Police 

organizations everywhere have been handling large amounts of information and huge volume of 

records pertaining to crime and criminals. Information Technology (IT) can play a very vital role in 

improving outcomes in the areas of Crime Investigation and Criminals Detection and other functioning 

of the Police organizations, by facilitating easy recording, retrieval, analysis and sharing of the pile of 

Information. Quick and timely information availability about different facets of Police functions to the 

right functionaries can bring in a sea change both in Crime & Criminals handling and related 

Operations, as well as administrative processes. Bio Enable offers a range of criminal identification 

products that make use of Biometric data and help police forces at the crime scene. In this paper, 

Fingerprint based biometric verification system is used for crime scene is important clues to solve 

serial cases. Further the system can be used by the people to register the complaints and is helpful to 

the police department in identifying the criminals. The main purpose of the application is to improve 

the effectiveness and efficiency of interaction procedures between the police officials and common 

people. It would be an outstanding tool to monitor and track the criminals around the country and also 

have a complete online record of crime related information. 

 

Keywords: Information Technology, criminals investigation, fingerprint 

 

INTRODUCTION 

Rules and regulations are paramount to all aspects of life and it accommodates both how one wishes 

to live, and how others should accommodate one’s lifestyle. Certain proponents have asserted that 

crime which is a violation against laws of the society, is integral to the human nature and hence the 

society can never be completely free from it. Modern society is characterized by increasing levels of 

risk posed by internal and external security threats. Within this context, security driven by technology 

is increasingly being used by government, corporate bodies and individuals to monitor and reduce risk. 

 

Forensics techniques are being used in the investigation of criminal activities as traditional methods. 

“Forensic science” begins with the effective identification, documentation (collection of notes, 

photographs, sketching and videos of crime scene), collection and preservation of physical (covers 

items of non-living origin such as fingerprints, footprints, fibers, paint, tire or shoe impression and 

weapons) and biological evidence (originates from a living source and includes DNA, other bodily 

fluids, hair, skin and bone material) at the crime scene. The evidence is then subjected to scientific 

analysis in the forensic laboratory and the results of the examinations yield forensic evidence for 

consideration by court. Ultimately, the evidence will be presented as proof that a crime was committed 

and will prove the identification of the criminal 

Biometrics is one of the most fascinating ways to solve the crime. It is an automated way to establish 

the identity of a person on the basis of his or her physical finger print, face, hand/finger geometry, iris, 

retina, ear, etc.) and behavioral characteristics (signature, voice, gait, odor, etc.). Biometric technology 

makes a contribution to crime detection by associating the traces to the persons stored in the database, 

ranking the identity of persons and selecting subdivision of persons from which the trace may originate. 

 

Rectangle
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A biometric system is a pattern recognition device that acquires physical or behavioral data from an 

individual, extracts a salient feature set from the data, compares this feature set against the features set 

stored in the database and provides the result of the comparison.  

This paper proposed the system enhances the crime recording operations of the National Police Force. 

The data used by the Crime information system is stored in a centralized database which holds 

information about criminals, crime and users of the system. The database is the basis for all actions in 

the system and can be easily updated and used to aid in all of the system’s processes, that is, all of the 

required information is stored in one central location and thus is easily accessible. Furthermore, the 

correctness of the centralized database will allow functions such as crime report generation and 

statistical analysis of crime data. This is a more effective storage method than a paper-based file 

system. 

 

BACKGROUND WORK 

Biometrics is a rapidly developing and yet emerging field of technology, with immense potential, 

which helps to make our lives easier and safer. Biometrics is widely used in many areas such as security 

monitoring, database access, forensic applications, and for verification and identification[1]. Accurate 

and efficient identification have become a vital requirement for forensic application due to increasing 

criminal activities. Identification approaches in forensic science are being replaced by recent 

advancement in the biometric technology which is equipped with computational intelligence 

techniques[2]. Almost all biometric modalities like, face, fingerprint, iris, denture etc. are used in 

different forensic identification areas. The emergence of forensic biometrics covers a wide range of 

applications which include identification of criminals, mass disaster victim identification, and 

identification of fire victims etc. Forensic Biometrics also overcomes the loopholes in traditional 

forensic identification systems that used manual ways for person identification. It is considered as a 

fundamental shift in the way criminals were detected[4].  

 

Fingerprints have been used in criminal investigations as a means of identification for centuries 

because of their robustness and uniqueness. A fingerprint is the pattern of friction ridges and valleys 

on the surface of a fingertip[5]. In order to match a print, a fingerprint technician digitalizes or scans 

the print obtained at a crime scene and computer algorithms of a biometric system locate all the unique 

minutia and ridge endings and bifurcation points of a questioned print[6]. These unique feature sets 

are then matched against those stored in the fingerprint database. 

 

IMPLEMENTATION 

This research paper was aimed at the implementation of a Criminal Records Management System. It 

is a database system in which the police keep the record of criminals who have been arrested, to be 

arrested, or escaped. This will help the police department in enhanced management of information. 

The main entities in the whole process include; the petitioner (the person who files a First Incident 

Report (FIR)), victim, accused or criminal, case, and investigating officer. The CRMS keeps records 

of the petitioner, victim, accused, FIR, case and investigation officer entities. 

A criminal’s data is entered into a database where it is used for referential purposes and can be 

updated or modified regularly. Also, the ability to compare fingerprints whose unique patterns assist 

in redundancy control is an added attribute of the system. Advantages of the system include reduction 

of redundancies and inconsistencies in criminal information, ensures user defined rules to promote 

data integrity, enables sharing of data across all applications, and ensures proper access authorization 

for users. Its weaknesses are that the system was unable to generate reports and focuses more on 

criminal information. 

 

3.1 Investigation Information 

The system implements a biometric-based crime investigation system for the Police officers.  A 

criminal’s data is entered into a database where it is used for referential purposes and can be updated 
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or modified regularly. Also, the ability to compare fingerprints whose unique patterns assist in 

redundancy control is an added attribute of the system. Advantages of the system include reduction of 

redundancies and inconsistencies in criminal information, enable sharing of data across all 

applications, and ensure proper access authorization for users. 

 
Figure 1 Investigated Police information 

The figure1 shows the database system in which the police keep the record of criminals who have been 

arrested, to be arrested, or escaped. This will help the police department in enhanced management of 

information. The main entities in the whole process include; the petitioner, victim, accused or criminal, 

Fingerprint of accused, case, and investigating officer. The system’s strengths lay in that it allows for 

storage of multiple data for a criminal      

 

3.2 Fingerprint Verification 

This module acquires the finger biometric data from a user and claims his identity. Feature extraction, 

processes the acquired biometric data and extracts a feature set using Minutiae Extractor and 

Orientation. Fingerprints can be classified as weakly-order textures exhibiting a dominant ridge 

orientation at each point. The orientation field provides a rough description of the fingerprint pattern 

that can be estimated with reasonable accuracy even from noisy input images. Here, characterize the 

location of each minutia with respect to the input fingerprint pattern based on a descriptor that 

comprises information about the orientation field in a broad region around the minutia point. Since the 

ridge orientation typically exhibits small spatial variations between neighbourhood pixels, a large area 

of the orientation field can be reconstructed from the orientation angles estimated in a relatively small 

number of sampling points.  
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Figure 2 Finger print verification 

 

The figure2 describe the sampling points assigned to each minutia can be organized in a circular 

pattern around the minutia position. Then the system compares the traits with the templates of the 

claimed identity provided at enrollment phase. It produces finger match score using matching 

algorithm. 

 

3.3 Criminal Record Information 

This process was aimed at the implementation of a storing, editing and deleting criminal records. It is 

a database system in which the police keep the record of criminals who have been arrested, to be 

arrested, or escaped. This will help the police department in enhanced management of information. 

The main entities in the whole process include; the petitioner, victim, accused or criminal, Fingerprint 

of accused, case, and investigating officer. The system’s strengths lay in that it allows for storage of 

multiple data for a criminal         

 
Figure 3 Crime Charge sheet Information  

The data used by the Crime information system is stored in a centralized database which holds 

information about criminals, crime and users of the system. The database is the basis for all actions in 

the system and can be easily updated and used to aid in all of the system’s processes, that is, all of the 

required information is stored in one central location and thus is easily accessible. 
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CONCLUSION 

 The paper titled as “Online Crime information System” is a web based application. This software 

provides facility for reporting online crimes, complaints. This software is developed with scalability 

in mind. Additional modules can be easily added when necessary. The software is developed with 

modular approach. All modules in the system have been tested with valid data and invalid data and 

everything work successfully.               

       A successful implementation of the Biometrics-Based Police Investigation System will greatly 

increase the efficiency and will help to ensure that criminal records are managed properly monitoring 

of criminal suspects in the country. the problem of delay in retrieving criminal suspects records for 

reference purposes and for appropriate court action or prosecution to be taken can be reduced 

drastically and the efficiency in the management of criminal records and investigation of criminal case 

being rendered by the Nigerian Police Force will greatly be improved upon. 

 

 FUTURE ENHANCEMENT 

      In future work, implementation of Automated Multi-modal Biometric Identification System 

(AMBIS). AMBIS is an advanced crime detection system, for detection of crime based on the available 

fingerprint, palmprint and iris scan data of criminals on record as well as accidental finger/ palm-prints 

collected from crime scenes.  

 Implementation of GPS can be used to get the coordinates of the crime area, which makes 

investigation even more adequate and easier. 
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ABSTRACT 

 Tamil Nadu State Transport Corporation Limited is is a public transport bus operating 

service of Tamil Nadu. It is the largest bus corporation in the world and operates buses along intra 

and intercity routes. Kanyakumari is the southern part of India.  In Kanyakumari district there are 

several villages. According to the National Transport Policy Committee (1980), “Future 

Nationalization should be guided by efficiency of operation of existing undertaking and to the 

extent to which they can provide consumer pleasure. Only the better financial and operational 

performance of any State Transport Undertaking will not fulfill the expectations of the people. The 

major objective is to study the bus user profile and to measure the bus user’s pleasure of the 

sample respondent with regard to the TNSTC town bus operations. The study is an empirical 

research based on survey method. The study is based on primary data and has been collected from 

a sample of 150 respondents by means of questionnaires. The sample is made on the basis of 

cluster sampling. The information so collected has been analyzed using tools like percentage and 

arithmetic mean. The major findings are the age group between 25 to 50 years user’s pleasures is 

more than other age group. The mean score of concessional facilities is 4.81 (rank 1) and 

experienced driver is 4.2 (rank 2). The private employee user’s pleasures are more than other 

occupation. Improving and latest fuel technologies by adopting for a long term policy of the 

Transport Department of the Government will be more effective. The recommendation is the 

Government increases more and more facilities at the bus stands for attracting users and for giving 

them maximum comforts. The study of users' pleasure reveals that the users are satisfied with the 

operation of buses of TNSTC (town buses). Passenger’s demand for travelling in India is 

increasing every day, and more and more passengers are in search of transportation information. 

 

Key words: User’s Pleasure, Transport, Operational Performance 

 

INTRODUCTION 

Transportation is a major activity in this world as people need to travel, goods have to be 

moved from place to places. So, transportation act as a catalyst and forms the backbone of the 

economic growth. In India the state transport undertakes ply more than 3.5 lakh buses serving more 

than 300 million people. Tamilnadu state transport’s undertaking hold 17,284 buses and serve more 

than 15 million users daily. The objectives of the state owned transport undertakings are to provide 

economic, effective, efficient and well coordinated user road service network in Tamilnadu. 

Transport is the servant of the people – the genie which makes their dreams come true – the 

magic carpet of their future – mobility of their desires, their aspirations, and their resources. Road 

transport being a service industry has to provide a quality service with reference to customer 

pleasure. Transport plays a significant role in the overall development of a nation’s economy. 

               The road network has increased almost eightfold during the same period. India has an 

extensive network of major and minor roads as well as good number of well maintained networks of 

national highways connecting all major cities and tourists’ destinations. The road ways provide 

transportation to millions of people every day. 
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Tamil Nadu State Transport Corporation Limited is established in the year 1972. It is a public 

transport bus operating service of Tamil Nadu. It is the largest bus corporation in the world and 

operates buses along intra and intercity routes. Kanyakumari is the southern part of India.  In 

Kanyakumari district there are several villages. 

At present Tamil Nadu State Transport Corporation (Tirunelveli) Limited Nagercoil region, 

(TNSTC) has 11 branches such as Ranithootham I, Ranithootham II, Ranithootham III, 

Kanyakumari, Vivenkanandapuram, Monday market, Colachel, Thiruvattar, Marthandam, 

Kuzhithurai, Chettikulam. 

 

REVIEWS:- 

Vanniarajan.T and Mr. Meenakshinathan (2007) conducted a study on A topology 

analysis of quality , customer satisfaction and behaviour intention in Indian rural banking service  to 

analyse the impact of service quality factors on customer pleasure . The study reveals that the degree 

of impact of various quality factors on customer satisfaction is greater than on the behavioural 

intention. 

Vijayakumar.T and Velu (2007) conducted a study on critical determinants of customer 

satisfaction in retail banking in India with the objective of identifying the determinants of quality 

dimensions, service problems, product used and the intention of switching over to other banks. The 

study provided insights and implications for managers in retail banks who want to improve customer 

satisfaction and retention rates. 

Friman et al. (2001) established an evaluation model to evaluate the customer satisfaction of  

public transport and concluded that the overall pleasure is positively correlated with the cumulative 

pleasure. 

 Kennedy et al. (2005) believed that the public should participate in public transport 

management and analyzed the influence of the public on the pleasure of public transport.  

Mahesh Chand in his research study entitled “Current Issues in Public Road Transport 

Management” has tried to evaluate critically the pros and cons of Nationalization taking into 

consideration the constraints of public transport undertakings also.  

 

STATEMENT OF THE PROBLEM 

According to the National Transport Policy Committee (1980), “Future Nationalization 

should be guided by efficiency of operation of existing undertaking and to the extent to which they 

can provide consumer pleasure. Only the better financial and operational performance of any State 

Transport Undertaking will not fulfill the expectations of the people, it is essential for the policy 

makers’s to build such a transport system that concentrates in the people’s orientation, giving them 

all amenities and comforts and satisfying them in all respects. The present research work has been to 

study the quality of service, the TNSTC (town buses) provides its users keeping in mind  the level of 

pleasure of its users in turn of money they pay. The present study entitled user’s pleasure regarding 

the service rendered by TNSTC (town buses) with special reference to Kanyakumari district will be 

of immense help to the policy makers and other authorities to arrive at proper transport policy. 

 

OBJECTIVE OF THE STUDY 

 To study the bus user profile and to measure the bus user’s pleasure of the sample 

respondent with regard to the TNSTC town bus operations. 

 

METHODOLOGY  

 The present study intents to examine the issues framed in the objectives. The study is 

an empirical research based on survey method. The primary data are collected a fresh for the first 

time and thus happen to be original in character. The study is based on primary data and has been 

collected from a sample of 150 respondents by means of questionnaires. The sample is made on the 

basis of cluster sampling. The information so collected have been analyzed using traditional tools 
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like percentage and arithmetic mean. 

 

USER PROFILE OF THE SAMPLE RESPONDENTS 

S.No. Place of 

Residence 

Percentage  Gender Percentage 

1 Urban 37 Male  33 

2 Rural 63 Female 67 

 Age Marital Status 

1 Below 25 years 18 Married  59 

2 25 to 50 years 53 Unmarried 41 

3 Above 50 years 29   

 Educational Qualification Occupation 

1 Upto HSC 39 Government Employee 16 

2 Diplomo 17 Private employee 42 

3 Graduates 28 Home maker 13 

4 Postgraduates 12 Self employee  8 

5 Professionals 4 Students 21 

 Monthly Income Bus Usage 

1 Lessthan 

Rs.10000 

21 Daily 62 

2 Rs. 10000 to 

20000 

48 Frequently 26 

3 Rs20001 to 30000 13 Occasionally 12 

4 Above Rs. 30000 18   

 

PLEASURE OF USER AND OPERATIONAL  ASPECTS OF BUS OPERATIONS IN TNSTC  

S.No Services Total Score Mean Score Rank 

1 Quick Service 589 3.92 IV 

2 Availability during 

convenient hour and place 

472 3.14 X 

3 Maintenance and 

appearance of the bus 

452 3.01 XI 

4 Safety and reliability 568 3.78 V 

5 Not satisfied with the 

operation of other bus 

549 3.66 VI 

6 Cooperative attitude of 

Crew members 

602 4.01 III 

7 Concessional facilities 627 4.81 1 

8 Easy to carry luggage 546 3.64 VII 

9 Experienced driver 631 4.2 II 

10 Many stopping 503 3.35 IX 

11 Noise Pollution 529 3.52 VIII 

12 User Comforts 450 3 XII 

 The mean score of concessional facilities is 4.81 (rank 1), score of experienced driver is 4.2 

(rank 2), score of cooperative attitude of crew members is 4.01 (rank 3), score of quick service is 

3.92 (rank 4), score of safety and reliability is 3.78 (rank 5), score of not satisfied with the operation 

of other bus is 3.66 (rank 6), score of easy to carry luggage is 3.64 (rank 7), score of noise pollution 

is 3.52 (rank 8), score of many stopping is 3.35 (rank 9) and score of availability during convenient 

hour and place is 3.14 (rank 10) 

.  
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AGE AND USER PLEASURE 

S.No Age Group Percentage of 

Respondents 

Mean Score Rank 

1 Below 25 years 18 3.5 III 

2 25 to 50 years 53 4.21 I 

3 Above 50 years 29 3.98 II 

The mean score of age between 25 to 50 years is 4.21 (rank 1), score of age above 50 years is 

3.98 (rank 2) and score of below 50 years is 3.5 (rank 3). So the age group between 25 to 50 years 

user’s pleasures is more than other age group. 

 

GENDER AND USER PLEASURE 

S.No Gender Percentage of 

Respondents 

Mean Score Rank 

1 Male  33 2.88 II 

2 Female 67 4.42 I 

The mean score of female is 4.42 (rank 1). The mean score of male is 2.88 (rank 2).. So the 

female gender   user’s pleasures are more than male. 

USER’S PLEASURE AND THEIR MARITAL STATUS 

S.No. Marital Status Percentage of 

Respondents 

Mean Score Rank 

1 Married  59 4.38 I 

2 Unmarried 41 4.06 II 

The mean score of married is 4.38 (rank 1). The mean score of unmarried is 4.06 (rank 2). So 

the married user’s pleasures are more than unmarried. 

USER’S PLEASURE WITH THEIR LEVEL OF EDUCATION 

S.No. Education Level Percentage of 

Respondents 

Mean Score Rank 

1 Upto HSC 39 3.96 II 

2 Diplomo 17 3.88 III 

3 Graduates 28 3.99 I 

4 Postgraduates 12 3.44 IV 

5 Professionals 4 3.21 V 

The mean score of graduates is 3.99 (rank 1), score of upto HSC is 3.96 (rank 2), score of 

diplomo is 3.88 (rank 3), score of postgraduate is 3.44 (rank 4) and score of professionals is 3.21 

(rank 5). So the graduate’s user’s pleasure is more than other educated people. 

 

USER’S PLEASURE AND THEIR OCCUPATION 

S.No. Occupation Percentage of 

Respondents 

Mean Score Rank 

1 Government 

Employee 

16 4.16 III 
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2 Private employee 42 4.83 I 

3 Home maker 13 4.58 II 

4 Self employee  8 3.0 V 

5 Students 21 4.11 IV 

The mean score of private employee is 4.83 (rank 1), score of home maker (rank 2),  score of 

Government employee is 4.16 (rank 3), score of students is 4.11 (rank 4) and score of self employee 

is 3 (rank 5). So the private employee user’s pleasures are more than other occupation. 

 

MONTHLY EARNINGS AND USER’S PLEASURE 

S.No. Monthly Income Percentage of 

Respondents 

Mean Score Rank 

1 Lessthan Rs.10000 21 4.10 II 

2 Rs. 10000 to 20000 48 4.22 I 

3 Rs20001 to 30000 13 3.56 III 

4 Above Rs. 30000 18 3.12 IV 

The mean score of Rs.10000 to 20000 is 4.22 (rank 1), score of lessthan Rs.10000 is (rank 2), 

score of Rs.20001 to 30000 is 3.56 (rank 3) and score of above Rs.30000 is 3.12 (rank 4). So the 

monthly income Rs.10000 to 20000 user’s pleasures is more than other income groups. 

 

PURPOSE OF TRAVEL AND USER’S PLEASURE 

S.No. Usage Percentage of 

Respondents 

Mean Score Rank 

1 Daily 62 3.72 II 

2 Frequently 26 3.98 I 

3 Occasionally 12 3.6 III 

The mean score of frequently user is 3.98 (rank 1), score of daily user is 3.72 (rank2) and 

score of occasionally user is 3.6 (rank 3). So the frequently user’s pleasures are more than other 

users. 

 

SUGGESTIONS 
 The Government is supposed to improve the functioning of Research and 

Development.  

 The Government is supposed to look for improving its operational policy by 

making drastic changes in the transport policy. 

 Improving and latest fuel technologies by adopting for a long term policy of the 

Transport Department of the Government will be more effective. 

 The Government is supposed to increase more and more facilities at the bus stands for 

attracting users and for giving them maximum comforts. 
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CONCLUSION 

The study of users' pleasure reveals that the users are satisfied with the operation of buses of 

TNSTC (town buses). Passenger’s demand for travelling in India is increasing every day, and more 

and more passengers are in search of transportation information. 
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